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Disclaimer 

This document contains description of the AI-PROFICIENT project work and findings.  

The authors of this document have taken any available measure in order for its content to be accurate, 
consistent and lawful. However, neither the project consortium as a whole nor the individual partners 
that implicitly or explicitly participated in the creation and publication of this document hold any 
responsibility for actions that might occur as a result of using its content.  

This publication has been produced with the assistance of the European Union. The content of this 
publication is the sole responsibility of the AI-PROFICIENT consortium and can in no way be taken to 
reflect the views of the European Union.  

The European Union is established in accordance with the Treaty on European Union (Maastricht). 
There are currently 28 Member States of the Union. It is based on the European Communities and the 
Member States cooperation in the fields of Common Foreign and Security Policy and Justice and Home 
Affairs. The five main institutions of the European Union are the European Parliament, the Council of 
Ministers, the European Commission, the Court of Justice and the Court of Auditors (http://europa.eu/). 

AI-PROFICIENT has received funding from the European Union’s Horizon 2020 research and 
innovation program under grant agreement No 957391. 
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Executive Summary 

The Deliverable D1.2 is a public document of AI-PROFICIENT project delivered in the context of WP1, 
Task N1.2: Human-machine interaction, legal and ethical issues.  

It contains an overview of the integration of ethics into the first six months of the AI-PROFICIENT project 
(taking into account also an update from information retrieved after site visits done in November and 
December 2021). The overview includes a literature review of the current and past work upon Industrial 
AI ethics, a survey of related guides and principles, and observations regarding the state of the 
discipline and its particular character relative to other fields of AI ethics.    

It outlines the methodology followed by the authors and then presents a general overview, along with 
two actual Use Cases from AI-Proficient project – anonymized for confidentiality – in order to show how 
the methodology has resulted in specific recommendations to the AI-Proficient partners. 

A section on legal issues outlines some of the relevant laws, international standards, and potential legal 
issues. 

The document ends with concluding observations and the proposed strategy for embedding ethical 
considerations in the AI-Proficient project going forward.  
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1 Introduction 

This report is prepared in the spirit of a work undergoing continued modification and improvement. 

It has been prepared by the Ethics Team which includes Karën Fort and Marc Anderson. We have had 
the help of the Extended Ethics Team, which includes other members of the Université de Lorraine 
partner and also the ethics contacts designated by each of the other partners of the AI-Proficient project.  

The Ethics Team is not a partner in the normal sense of ‘partner’ in the project. Nonetheless it is in 
another sense a ‘transversal partner’ to every aspect of the project, since ethical concerns run all across 
the project without respecting the usual boundaries. Our effort to bring others into the ethics discussion 
as part of the extended ethics team noted above, has been an attempt to recognize and apply this 
transversal aspect practically. 

The Covid-19 pandemic has forced us to work remotely through video conferencing and electronic 
communications in most cases, but we have adapted as well as possible to the circumstances. 
However, at end of 2021 some face-to-face meetings have been done including two at the Continental 
and Ineos sites (at Geel plant). 

It might be helpful to offer, here at the outset, a definition of ethics. Ethics has been the subject of many 
definitions, definitions not always consistent among themselves. Given that, we can only make our best 
effort at a definition. 

Assuming we can broadly define awareness as the response of processes in the world to other 
processes, then Ethics might be defined as: the consistent integration of what aware processes in the 
world are able to actuate as value insofar as that value does not conflict with what other aware 
processes actuate as value (Anderson, 2019). 

The realization of the above definition would eventually result in a situation where the maximal potential 
value of the whole process we find ourselves in, ‘the world’, would be actualized by its sub-processes 
– including our human selves – as a continual creative harmonization of action relative to all other 
processes. 

But we begin in a world which includes disharmony of processes, including processes formed by the 
results of our past actions and the past actions of others. And ethics is practical according to the above 
definition, it is a matter of action, mentally and physically.  

Recognizing this, the consistent approach for ethics is to work from the bottom up, recognizing the 
potential harmonisations of value in our physical contexts while expanding their applicability with 
principles in our mental contexts – a co-evolving effort of drawing principles from more specific 
experiences. 

The Ethics of AI might then be defined more specifically as: an application of the above definition to 
human created entities which display mental like tendencies in ‘relative’ freedom from human 
manipulation. Practically this definition becomes a matter of constantly remembering that AI is a human 
product of our past efforts, that it will have consequences for the non-human processes in the world, 
that it is flawed insofar as we are flawed, that it is best developed together with an understanding and 
referral to the physical and mental contexts that it will be used in rather than separately from them, that 
we cannot expect it solve problems that we are not addressing without it, and (Jasanoff, 2021) that we 
should strive to integrate into it some of our most ethically related human tendencies which do not fall 
under the notion of ‘intelligence’, e.g. judgment, wisdom, experience, and tacit knowledge (and, we will 
add: consciousness, patience, and empathy).  

All of these considerations would tend to harmonise it with regard to other value actuating aspects of 
our lives and make it an ethical AI.     

More specific still, the Ethics of AI for Industry might be defined as: an application of the above 
definitions to the human work context of industrial processes, i.e. the production or manufacture of 
predominantly physical products, with or without machinery.  
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Practically this last definition is fulfilled by taking into consideration the human relations of the industrial 
employee in the work context, the particular physical human created work surroundings of the 
employee, the stresses and hierarchical prescriptions belonging to work environments, and the effect 
that industrial AI integration will have upon the process of the products being created in that work context 
(since those products always stand in relation to their human creators). 

And all of these in a flexible manner, since – if our definitions are helpful – the AI implementation for 
any given industrial context is dependent on many ethical choices that have come before and their 
ethical consequences radiate out far beyond the workplace, to the product as potentially harmonising 
with or polluting the greater environment, to the communities which the employee and employer belong 
to, and to the larger society.  

Possible definitions notwithstanding however, the ethics of AI for industrial applications is, as we will 
argue, in its infancy still. This makes it important to be able to adapt to the context of the problems which 
the research of AI-Proficient is addressing. As the title of the deliverable highlights, human-machine 
interaction – and prominent within it, human-machine interfaces, as exemplified in our Use Case 
example #1 - is the central issue which our ethical effort must tackle. The central issue then is human 
grounded from the beginning, in the very physical industrial context of the worker manipulating 
machinery, rather than beginning in the realm of data relatively stripped of its human character. This 
human starting point – appropriately for the beginning of the project - guides our discussion and 
suggestions which follow. After a brief discussion of the current State of the Art in AI Ethics for Industry 
for purposes of comparison, we therefore begin with a review of the Methodology adopted so far, a 
review which includes the changes in method which came about through various realizations regarding 
the human or machine elements of each Use Case. This includes a brief discussion of the strategy for 
addressing human-machine interaction in AI-Proficient from the ethical side, and of the aspects of AI 
Ethics that we have come to view as particular to ethical Industrial AI development. 

We then proceed to an Identification of the Ethical issues. This begins with a general anonymized 
overview of all the Use Cases and their context in the AI-Proficient project. It is followed by a review of 
two of the actual Use Cases which includes: a generalized description, identification of ethical issues, 
and finally recommendations (which were or will be given to the industrial partners) relative to the 
identified ethical issues.    

An Identification of Legal Issues uncovered relative to each Use Case follows. It includes a review of 
the main relevant legal instruments, an outline of the relevant international standards, and a discussion 
of potential legal issues [add note on our limitations regarding legal issues in the first draft]. 

Finally, we conclude with a review of the Preliminary Results of adopting our method, relative to the 
choice of Use Cases, and a brief discussion of the Strategy Going Forward over the coming months in 
developing the ethical aspect of the project, rounds out the report.   

It should be remembered that within the timeline of the project, the first draft of Deliverable 1.2 has been 
created before the AI/tech partners have fully specified their proposed contributions to the project. 
Accordingly, in its ethical review and recommendations, Deliverable 1.2 is heavily skewed toward the 
immediate context of the Use Cases as presented by the industrial partners. This is both necessary, 
because of time constraints, and appropriate, because timely ethical reviews of the immediate industrial 
contexts are essential, both for selecting the Use Cases to develop and for starting the development of 
the selected Use Cases off on the right track ethically, according to Ethics by Design.  

Accordingly, as the project advances, the reviews and recommendations of future ethical elements of 
the project will become more balanced, in considering the proposed AI structures themselves, the 
development of the human-machine interfaces, transparency, explainability, and other particularly 
AI/tech related concerns.      

AI ethics for industrial applications, such as the applications in the AI-Proficient project, is an applied 
ethics necessarily. This makes it important to make Deliverable 1.2, as much as possible, a tool to be 
consulted and applied by the Industrial and AI/tech partners of the project, as they develop AI services 
for the chosen Use Cases. We hope that it – complemented by further detailed private level reviews 
and recommendations to the project partners – will be helpful in that respect.   
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It should be remembered however that the deliverable is still secondary to the actual ongoing 
discussion, analysis, recommendations, and implementation of the recommendations during the 
project. Whatever we may write about that process is always viewed after the fact. The real ethical task 
is to guide the development of the AI services to be ethically sound in practice from the very beginning, 
wherever we take that beginning to be (in the case of the AI-Proficient project this is the original choice 
even at the proposal stage to include an ethical component and take it seriously). That is Ethics by 
Design. 

2 Current State of the Art in industrial AI Ethics 

2.1 At the crossroad of many disciplines 

The Ethics of Industrial AI is difficult to place precisely. AI is widely applicable, and each area of 
application raises quite different ethical issues, even within what could be reasonably categorized as 
industrial applications. Moreover, it is, as we argue in our discussion on the current state of the art, a 
new and developing sub-discipline, where nothing is quite obvious or exactly where we might want it to 
be. This is compounded by our view that an Ethics by Design should not be an exercise in ticking off 
checklists, even though we can make some use of such lists. Ticking off checklists can lead to a state 
of mind where the minimum is attempted to satisfy the list item – ‘following the letter of the law; -, 
whereas Ethics by Design, if practiced as a continuous collaboration with developers/designers tends 
to promote a more concrete training in ethical reflection which can then be applied to later stages of 
development and also future projects, i.e., a teaching and learning process.  

Our suggestion then is that the Ethics of Industrial AI is a process of exploration and discovery of ethical 
issues, somewhere between the overlapping disciplines of production systems, machine learning, 
occupational health and safety, and human machine interfaces (see Figure 1), and must take all of 
these into account. 

 

Figure 1: At the crossroads of many disciplines 

2.2 Existing Checklists 

A number of checklists, proposing lists of key principles, and related tools, have been devised to 
categorize the issues around the ethics of AI development and deployment. Although, the checklist and 
principal approach is not our approach for the most part, for reasons noted just above and in our 
discussion of the State of the Art to follow, nevertheless we highlight here some of the main ones, in 
order to let the reader, make a comparison with the approach we suggest. 

 

 



 
D1.2: Legal and ethical requirements for human-machine interaction 

 

 
AI-PROFICIENT • GA No 957391  10 / 36 

 

Ethics Guidelines for Trustworthy AI (2019) 

Developed by the EU Commission High-Level Expert Group on Artificial Intelligence. A guide created 
by 50 experts on AI after open consultations, presenting seven key guidelines that trustworthy AI should 
meet: human agency and oversight; technical robustness and safety; privacy and data governance; 
transparency; diversity, non-discrimination and fairness; societal and environmental well-being; and 
accountability. Note that under the initial AI-Proficient project plan, Task 6.4 (M23-M36) envisions the 
development of ethical recommendations and practical principles specific to AI service development in 
manufacturing. These recommendations for manufacturing, growing out of the current Deliverable, will 
redefine at a more concrete level, the current High-Level Expert Group guidelines – which are very 
abstract – and in some cases complement them.  

https://ec.europa.eu/futurium/en/ai-alliance-consultation 

Altai (2020) 

An online assessment tool which takes the user through a series of increasingly specific questions 
regarding the context of an AI development and use. The tool is based upon the High-Level Expert 
Group (HLEG) on AI guidelines mentioned above.  

https://futurium.ec.europa.eu/en/european-ai-alliance/pages/altai-assessment-list-trustworthy-artificial-
intelligence 

For a privacy-friendly development of AIs from the design stage - OLKi project (Pegny, 2021) – 
French Project : Pour un développement des IAs respectueux de la vie privée dès la conception - 
Projet OLKi (Pégny, 2021) 

A checklist of principles, accompanying and following from a much larger work laying out the reasoning 
behind the principles, which focuses particularly on ethical practices for gathering and using personal 
data.  

https://hal.univ-lorraine.fr/IMPACT-OLKI/hal-03104692v1 

Microsoft AI Fairness Checklist (2020) 

A checklist developed on the basis of other checklists and through consultation with machine learning 
developers. Part of an article exploring the best ways of developing checklists as such. 

https://www.microsoft.com/en-us/research/project/ai-fairness-checklist/ 

Deon 

A command line tool to be added to data science projects to give guidance and a constant reminder 
(including a ‘badge’) to software developers to review their work. 

https://deon.drivendata.org 

Industry 4.0 Systems Framework and Analysis Methodology (Neumann et al., 2020) 

A fairly comprehensive fillable worksheet to be used to parse out the human impacts (physical 
particularly) of Industry 4.0 integrations, including AI integrations.   

https://www.sciencedirect.com/science/article/pii/S0925527320303418?via=ihub 

Allistene-CERNA List of General and Machine Learning Recommendations (2018) 

A list of very general principles of what researchers should considers when engaging in ML related 
research.  

https://ec.europa.eu/futurium/en/ai-alliance-consultation
https://futurium.ec.europa.eu/en/european-ai-alliance/pages/altai-assessment-list-trustworthy-artificial-intelligence
https://futurium.ec.europa.eu/en/european-ai-alliance/pages/altai-assessment-list-trustworthy-artificial-intelligence
https://hal.univ-lorraine.fr/IMPACT-OLKI/hal-03104692v1
https://www.microsoft.com/en-us/research/project/ai-fairness-checklist/
https://deon.drivendata.org/
https://www.sciencedirect.com/science/article/pii/S0925527320303418?via=ihub
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https://www.allistene.fr/files/2019/05/54730_cerna_2017_machine_learning.pdf 

Montreal Declaration for a Responsible Development of Artificial Intelligence (2018) 

A list of extremely broad principles to be followed in the development of AI.  

https://www.montrealdeclaration-responsibleai.com 

IBM Everyday Ethics for AI 

A set of five ethical focus areas accompanied by recommended actions, questions for developers, and 
related issues to consider, along with an example illustrating the implementation of each principle. 

https://www.ibm.com/design/ai/ethics/everyday-ethics/ 

IEEE Global Initiative for Ethical Considerations in Artificial Intelligence and Autonomous 
Systems, General Principles   

A list of four very high-level ethical principles modeled on documents such as the Universal Declaration 
of Human Rights.   

https://ethicsinaction.ieee.org 

UNESCO Preliminary Study on the Ethics of Artificial Intelligence 

A study which at the end outlines a generic list of principles according to which AI should be developed, 
but more importantly expands on a further list of high-level ethical concerns related to potential areas 
of application of AI, e.g., education, culture, peace, etc. 

https://unesdoc.unesco.org/ark:/48223/pf0000367823 

2.3 Discussion of Current State of the Art in Industrial AI Ethics 

Work on AI Ethics for Industry is limited. Industry 4.0, a development which is open to multiple definitions 
(Tay et al., 2018), is currently a hot topic. But even though it coalesces somewhere around the concept 
of industry as Internet connected and AI supported, using autonomous Cyber Physical systems and 
networked sensors, and combining emerging technologies in various fields, it has a tendency toward 
being vacuous, and a real danger of being reduced to the industry of ‘whatever is the newest thing’. 

Hence, besides having multiple and vague components of which AI is only one, it is moreover a very 
future oriented concept, whose proponents sometimes appear to forget in their eagerness, that a great 
deal of heavy industry retains a very physical and mechanical character, certainly the character of 
industry 3.0 (and perhaps even that of Industry 2.0 depending on the country in question). It is so future 
oriented that without being clarified it has already spawned talk of Industry 5.0 (Kadir et al., 2019), which 
is envisioned as a post-fossil fuel, and biological based industry, scenarios which assume in advance 
successful solutions to some of our most difficult global problems. This oversight regarding typical 
working conditions in manufacturing and heavy industry perhaps explains the relative lack of direct 
industrial AI Ethics research in this area.    

The research of (Trentesaux et al., 2017) and also (Trentesaux et al., 2021) – who themselves admit 
the scarcity of such research in the scientific literature – should be noted, dealing with the ethics of 
cyber-physical or autonomous-cyber physical human systems. This research, the latter for example, 
offers Industry 4.0 related case studies modeled with digital twins as proof of concept to develop design 
guidance for an ethical controller to be embedded in autonomous cyber physical human systems.     

But again, this research is extremely theoretical, dealing with quite advanced systems of an order which 
are assumed to be capable of, e.g., not merely recognizing images, or correlating data, but both 
recognizing ethical categories of human behavior and responding to those categories with AI based 
complex ethical behaviors. It is fascinating, it may be useful in designing the eagerly anticipated future, 
but it is – in the opinion of the authors – very much not the present need, at least in industrial contexts 

https://www.allistene.fr/files/2019/05/54730_cerna_2017_machine_learning.pdf
https://www.montrealdeclaration-responsibleai.com/
https://www.ibm.com/design/ai/ethics/everyday-ethics/
https://ethicsinaction.ieee.org/
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such as those considered in the AI-Proficient project. The industrial conditions addressed in the Use 
Cases of the present project, for example, conditions which we suspect – but cannot objectively confirm 
– are the average for heavy industry located in manufacturing plants, when considered on one current 
scale for rating the autonomy of manufacturing plants (Gamer et al., 2019) would rate as 1 (perhaps in 
some aspects 2) on a scale of 0 to 5, where 0 is defined as complete lack of autonomy and 5 is defined 
as fully autonomous and completely absent of humans.  

The present need is to ensure that the developers of AI services consider what are still largely industry 
3.0 conditions (physical, work time driven, dirty, loud, dangerous, sometime unreliable, high-pressure 
environments) in developing what are essentially context based predictive or problem-solving AI 
services. These can be defined as AI services which have the potential to simplify or complement – but 
also to complicate and disrupt, hence the need for ethical consideration – certain human industrial tasks, 
or to correlate data from manufacturing processes whose variables are too complex to allow for easy 
human understanding.      

If, as we suggest, there is such a lack of direct industrial AI ethics related research, the next best thing, 
in order to get a sense of the ethical state of affairs, is to fall back on research dealing with Industry 4.0 
(and even Industry 3.0 as needed) but not specifically with AI – of which there is some –, and on 
research dealing with AI ethics of which there is much, but of very varying quality and practicality. 

Until the hoped-for Industry 4.0 transformation is complete – so that presumably the human element is 
taken out of the context of industry and the exploration of the ethical treatment of machines themselves 
comes into view – ethics must come down to the humans in the picture. If we are to be practical in the 
industrial context – and if we are not then we have no basis to speak of ‘industrial ethics’ – then its 
ethics begins first in the context of the workers in the manufacturing line, and the managers and 
supervisors who guide them, from where it expands outward to include other parties. 

Of research which recognizes human centrality in considering Industry 4.0, the most thorough by far, is 
Industry 4.0 and the human factor – A systems framework and analysis methodology for successful 
development (Neumann et al., 2020). They rightly highlight the lack of attention to humans in consensus 
priorities of Industry 4.0 development, criticize the lack of human context in the emerging term Operator 
4.0, and advances a clear framework which considers most elements of the human environment, 
including the physical. 

From another angle, (Kinzel, 2017), in highlighting the lack of consideration of humans in Industry 4.0 
research and discussion, adds to this a more elusive for quantification, but no less essential element in 
considering the ethics of Industry 4.0 work contexts: the human need to be included and feel purposeful, 
to have self-esteem, to self-actualize, while suggesting that mediators might play a role in this respect, 
a suggestion which runs close to our own as will be shown.   

AI ethics in general on the other hand covers a broad field and focuses on many issues which are not 
directly relevant to the industrial context. AI ethics is heavily biased toward the ‘data viewpoint,’ at the 
expense of the human viewpoint, even though data as such can very much be said to help or harm 
human interests, depending on the use it is put to the objective and neutral ‘view from nowhere’, a 
product of the thinking of 17th century modern philosophy has come to ground the working approaches 
of tech fields such as data science and engineering, as Birhane notes (Birhane, 2021), and this in turn 
has focused the issues for AI ethics in general away from practical relevance to the industrial context.  

But if the mechanistic philosophical worldview has given rise to the very machines which create the 
problem at issue, then on the other hand it is not surprising that mechanistic ethical constructions are 
created first in the attempt to solve the problem. Thus, as Mittelstadt notes, lists of principles mistakenly 
based on ethical solutions in a very different domain – that of medicine where human well-being has 
been the historical center of development – are rapidly proliferating as foundational AI ethics 
(Mittelstadt, 2019), despite being so general as to be practically useless, or being in fundamental 
contradiction to the actual assumptions driving much of AI development. An example of the latter can 
be found in (Pégny, 2021), in suggesting that machine learning (ML) models be made publicly available, 
when possible, in order to test their security properties, whereas it seems likely that some of the most 
used ML models will be developed under proprietary conditions for profit, thus possibly rendering the 
principle moot from the beginning.       
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Principles if well founded, may give guidance, but they need interpretation to give it. They cannot work 
in the face of an unwillingness, or an inability, to do the work of interpreting and applying them, just as 
codes of ethics have been shown in quantitative research to have no effect in software development 
when their interpretation is left to software developers (McNamara et al., 2018). 

The work ahead for AI ethics in general, and for industrial AI ethics in particular, is twofold: first, to leave 
aside the nice formulations of principles – we have enough of those – unless they are immediately 
practical ground level principles (an example of which will be given in what follows), and secondly 
(Morley et al., 2020) to move from principles to practical implementations.           

In short, what we suggest is that, largely: there is no clear State of the Art yet for industrial AI ethics. It 
remains to be created. It must gain balance by taking into account the human element, and – contrary 
to the trend toward Operator 4.0 which tends to view the human as just another factor to be ‘integrated’ 
into Smart Factories (Gazzaneo et al., 2019) – it must pause to consider the human worker’s point of 
view and wishes (Wioland et al., 2019). It must go still further and re-discover the human element in 
what has hitherto been regarded as the pure ‘realm of data’ in which software developers play; software 
developers are human and software, algorithms, etc. are human creations.  

It must become practical, which includes addressing the changing human process and not simply the 
rationalized and categorized ‘human as object,’ the so called ‘human resource.’ Even Neumann’s 
framework (Neumann et al., 2020), which is quite thorough as far as it goes, cannot address human 
sourced but emergent characteristics introduced with AI in the human context of its use and 
development.  

Moreover, as far as we know, there is no research addressing potential uses of relational tending logic, 
i.e., dynamic logic applied to processes – such as the process of a manufacturing line – and thus 
departing from the perhaps too neat categorizations of logic (as well as reasoning) offered by Birhane.  

Dynamic logical thinking involves thinking in terms of tendencies in processes rather than in terms of 
objects (the human in a workplace too easily becomes an object rather than a process). It particularly 
addresses temporal relations.  

An example of this will be seen in Use Case #1, where the envisioned AI human collaboration can be 
viewed as a process expanding the time for an action (insofar as the human operator must interpret 
potential AI errors), even while it is alternately viewed as a process shrinking the time of the action in 
question (recognizing and delivering the product label text to a central computer with the help of the 
operator).  

The two tendencies are then in contradiction logically, which leads to the practical, but dynamic, 
questions: which tendency predominates? and at what point does implementing the AI service become 
a practical contradiction in terms of the goal? The latter is a question whose context is fluidly expansive 
or constrictive depending on how wide or local you selectively view the issue: immediate surroundings 
of the operator, operator team, section of the industrial plant, etc.           

The suggestion from what follows is that an industrial AI ethics – and potentially other branches of AI 
ethics – must be a customized effort, rather than one of consultation of principles and checking of lists. 
It has been suggested (Morley et al., 2020) that Ethics by Design operates by constraints and should 
be replaced with pro-ethical design which leaves open the choice for the agent to choose the un-ethical. 
But this well-meaning suggestion forgets that for any given context there are a multitude of ethical and 
un-ethical factors at play beyond the local context, often unexamined social constraints, which ‘game 
the system,’ and push agents in the local context toward the un-ethical.  

So, to take an example relative to industrial AI ethics: the shop-floor worker is subject to a work 
hierarchy, with an immediate superior, as well as a work contract, both of which are higher level 
constraints (relative to pay, productivity, etc.) which will tend to sway mere free choice toward the un-
ethical, even to the point (Lefeuvre-Halftmeyer et al., 2016) where the worker will accept considerable 
physical injury in order to satisfy external expectations of productivity. To take another example relative 
to AI ethics in general: the software developer is usually under deadline and under contract and has not 
the time to apply ethics in such conditions, without help.  

Better then to offer constraint as practice – the practical – within a range, where a range of choices, all 
ethical, can be selected from. But opening up such ranges requires time, and wise, skilled, and 
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experienced interpretation by human elements dedicated to the local context, i.e., ethicists who can 
stay with a project through its development, immersing themselves in the process of the context, offering 
ethical alternatives at each step, and creating a full and creative Ethics by Design. 

Ethicists may be in the context of industrial AI ethics, the very mediators – or at least one type of them 
– which (Kinzel, 2017) argues for. Certainly, they must counterbalance the contemporary taste for mere 
analysis in ethics with the more ancient and venerable philosophical view of ethics as action, as (Ocone, 
2020) notes.  

In short, practicing ethicists must descend from the realm of principles in the sky buried in journal articles 
and get their hands dirty in the soil of the industrial process. This approach is what we are arguing for 
here. 

3 Methodology 

Our methodology has included a number of connected tools and practices, detailed as follows. 

3.1 Tools  

The main working platform used by the AI-Proficient project partners for document sharing, meetings 
between partners, and general collaboration, has been the Microsoft Teams platform. Thus, we have 
created an AI-Proficient Ethics channel on Teams, as a space to organize ethics related meetings with 
partners and post ethics related resources. At last count 18 members of the AI-Proficient project, 
spanning all partners had signed up to the channel. 

An AI-Proficient ethics mailing list was established as well, along with a specific request to other 
partners in the project to designate an ethical contact with whom we could discuss ethical issues. All 
partners provided designated contacts, who were then added to the ethics channel and mailing list 
along with other interested project individuals. Our ethics mailing list currently has 13 members. 

Video conferences in various formats, often accompanied by PowerPoint presentations with detailed 
pictures of the work environments, have helped us understand and discuss the ethical issues with the 
industrial partners. 

At the beginning of the project, the Covid-19 situation and subsequent cancellation of real-life visits has 
made the in-situ analysis of the work environments more difficult, but a real-life tour made by the senior 
member of the ethics team at the beginning of the project and a live virtual tour of one of the industrial 
plants at the opening kickoff were very helpful in getting a sense of the work environment. At the end 
of 2021, two short visits have been done at the Continental site and INEOS Geel site. It allowed us to 
confront, more through practice, our initial consideration of ethics.   

The Deliverable 1.2 itself, in its development as an internal report has acted as also served as a tool to 
clarify and get feedback from members of the extended ethics team.    

3.2 Practices 

All AI-Proficient meetings which were open to us up to this point, were attended by at least one ethics 
team member, including kickoff meetings, working group meetings, and Q&A sessions, more than 25 
meetings so far since the project began, ranging from hour to day long meetings. In this way we have 
tried to alert the other project partners in advance to the ethical issues, challenges, and discussions 
that would be needed as the project develops.  

We have also attended numerous meetings internal to the UL team and organized ethics specific 
meetings. Finally, the members of the ethics team have met weekly since the beginning of the project 
to discuss all related ethics issues including the means of evaluating the performance of the AI, 
establishing a baseline context for each Use Case, developing typologies for the Use Cases, etc. 

Meetings with all the partners of the AI-Proficient project have been carried out remotely by video 
conference, due to the limitations imposed by Covid-19. We have been able to have several of the 
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meetings internal to the UL team as well as weekly meetings of the ethics team in real life, although the 
majority of internal meetings have also been remote.   

Extensive notes have been taken in all meetings, in order to get an immersive sense of all sides of the 
Use Case contexts as well as the points of view of the project partners, in order to be able to generate 
and focus on the important questions to ask as we go along.   

Considerable research of the available scientific literature on industrial AI ethics – selectively cited 
above – has been carried out in order to establish the current State of the Art in this area, and the ethics 
team is co-writing an article to be submitted to one of the major AI ethics conferences of 2021 to highlight 
the insights gathered specifically from the AI-Proficient project. To these research efforts has been 
added meetings and discussion with experts outside the project in closely related fields, e.g., from 
members of the INRS (French Research Institute on Safety and Human at Working)1.  

This latter in particular has been part of our strategy for addressing the ethical issues of human-machine 
interactions, i.e., to recognize that there are complimentary research fields, e.g., worker safety, studying 
human-machine interactions very carefully beyond -but overlapping with – the field of AI research, fields 
which we can profitably consult with. As we go forward, we hope to engage in many discussions with 
other such researchers so as to integrate their insights into addressing the issues we uncover in 
industrial AI ethics.   

3.3 Current Work Situation as a Baseline to Consider Future Changes  

In the original AI-Proficient proposal, the human role in human-machine interactions, is envisioned as 
being categorized under three terms, namely: human-in-the-loop, human-in-control, and human-in-
command. 

The term human-in-the-loop predates its current use relative to AI development. It can be defined as a 
human interacting with a simulated model, usually in order to use the outcomes of the interaction to 
uncover problems or test new procedures for processes simulated by the model. The simulated models 
are not necessarily computer related. In the context of AI, the term has come to mean human interaction 
with an AI model which trains the AI model, by validating or correcting some of its outputs. It is one form 
of machine learning. 

Human-on-the-loop can be defined as the possibility of human intervention in the initial design and 
ongoing monitoring and supervision of an AI system. 

Human-in-command can be defined as the possibility of deciding when and how an AI will be used (or 
not used) combined with the capacity to supervise the activity of the AI in the broadest sense. 

All three terms – except the first, in its original non-AI meaning – are relatively new. All are somewhat 
inconsistently used in the current literature, the latter two being only substantially defined in the High-
Level Expert Group guidelines, and present evidence of being buzzwords rather than relatively stable 
concepts. The definitions of all three terms display a tendency to view the human as a complementary 
component – an extra – inserted into a system which is otherwise presumed to be intrinsically human 
free ideally. 

Moreover, their tentative definitions are too broad to catch the subtleties in the industrial context (and 
perhaps in other contexts as well). Consider for example the human-in-command categorization. First, 
the very notion of being in command covers a range which is not easily pinned down until some 
localization of context is deliberately selected. In the context of AI integration for autonomous vehicles 
that context is quite localized: a driver is in command of the vehicle insofar as the driver is free to adjust 
the speed, direction, etc. of the car. In that localized context the command is very strong indeed, to the 
point where we easily speak of the driver having full command over the AI, but still only up to a limit.  

The command of the driver over the AI cannot be greater than that which the driver has over the context 
of driving in the broader sense, however. The deliberately set limits imposed by vehicle manufacturer 

 
1 https://en.inrs.fr/ 
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and government relative to maximum engine output/speed, automatic braking, etc. are a form of 
command beyond the command capabilities of the driver, regardless of whether they are active in real 
time in link to the manufacturer or government. Moreover, if the selected context becomes less local – 
i.e., broader –, the driver is even less in command, e.g., instructions from highway patrols to pull over, 
speed limits, the actions of other drivers, and the very design of the highway itself exercise a higher 
level of command over the driver.  

But if the driver, already considered to enjoy a very high level of command, can be shown to have limits 
to that command, then the factory operator in the industrial context is even more limited. Taken at the 
level of the factory operator as employee of a company, the factory operator works under at least three 
significant constraints which affect the ability to be in command: the financial motives of the 
organization, the motives of production speed and efficiency, and a work hierarchy. All of these chips 
away at the strength of ‘being in command’. 

Thus, the characterizations of human-in-command, etc. are insufficiently flexible, particularly when 
combined with a view of the work context – all too easily adopted – as a set of abstract objects, which 
include the human as object, engaged in simple, tidy, and straightforward interactions with one another, 
rather than a complex ongoing process which easily changes depending on the differing viewpoints, 
motives, time ranges, etc., being considered. To take a blunt example: the shop-floor operator may be 
in presumptive command in interactions with the AI, until the boss says to the operator: “we need to get 
x done today, let the AI do it.” 

It may be objected that the messy world of human hierarchies, etc. is the problem and issue here, not 
potential implementations of an AI, which can readily and straightforwardly be configured for the human-
in-command characterization, e.g., with a ‘kill switch.’  

But that is just the point. AI tends to be envisioned as being developed in the tidy world above and 
beyond messy human life (and in fact AI development has its own version of the above messiness at 
the development level, since programmers are also employees), and then be applied in the expectation 
that it can be integrated easily with that human messiness, without a careful and slow consideration of 
the challenges of the latter. Our suggestion is that it can’t – if it is to be robustly ethical –, and that too 
simple characterizations like human-in command, etc., used as labels to be stuck on after the fact, are 
misleading and give a false sense of safety.  

The slower and more deliberate consideration of the context of application – here the industrial work 
context – where the degree of localization is selected, but also widened or restricted at need is the path 
to follow in our opinion. 

And that path begins evidently with an exploration and characterization of the current state of the work 
context: ‘what is happening now before we begin?’.  

This is how we see an Ethics by Design process: once we understand the current state of affairs, we 
can go on to consider what changes are envisioned, in order to then consider the ethical issues around 
those changes and give ongoing recommendations while the AI services are being developed. Those 
changes are relative to the current work situation for the people involved in each Use Case.  

Taking this into account, we identified three different types of Use Cases: 

1. The Use Case is a new task for the operator (no baseline). 

2. The Use Case modified the task of the operator (baseline to be established). 

3. The Use Case does not modify the task of the operator or makes it disappear (no baseline 
needed). 

To better understand the Use Case work context, we developed an initial list of baseline questions (see 
below). 
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The questions were adapted and re-worked for each Use Case, as various hidden aspects of a 
particular Use Case come to light (some aspects of a Use Case context only come to light through 
sustained discussion). So, for example, relative to Question #5, the subjective metrics of the Use Cases 
have been illusive partly due to the time constraints, but also due to the considerable preparation 
involved in accessing the employees of the manufacturing partners, and even in knowing how to 
approach the employees (but we hope to accomplish this over the coming months).  

Moreover, questions have had to be adapted when it was discovered that more people than the just 
operators would be affected on the fringes of the Use Cases, e.g., maintenance workers, technicians, 
etc.  

Taking expansive notes on the context and on issues which cannot clearly be compartmentalized by 
the questions have helped fill out the pictures of each Use Case, including in particular for an industrial 
context, the physical and temporal environment of each Use Case. Gaining a good understanding of 
the environment of each Use Cases is yet another part of our strategy for addressing human-machine 
interactions, which are very much bound up with time, space, and the human body acting within them. 
This speaks to the need for a customized ethics, in which the process of assessment by the ethical 
specialist is immersive and ongoing rather at this level than a mere quick acceptance of the context as 
initially described by the manufacturing partner.  

It will be seen then that the baseline questions are very much centered on the operator in physical 
context now. To balance this, a new set of future looking questions relative to the technical development 
and related and changing wishes – and uncovered limitations relative to those wishes – of the 
manufacturing partners, will have to be created. 

Once a preliminary picture has been formed of the Use Case context and the issues particular to it, we 
have gone on, after a period of reflection using logical and critical analysis, to make preliminary 
recommendations, both in outline form, and in some cases more in depth in order to explain the 
reasoning behind the recommendations. This step is important even at the early stages of the project, 
in order to help the tech and manufacturing partners get a feel for the ethical issues to be solved, and 
also to help in selecting the most ethical promising Use Cases for advancement. 

As the project advances, we hope, based on our ongoing ethical discussions with the partners, to be 
able to develop and offer potential alternatives or extensions to the terms human-in-the-loop, etc. noted 
above, flexible terms linked to a more personalized assessment of the particular issues of a given work 
context.   

3.4 Baseline Questions 

#1 Is the task already done by the operator or is it a new service to be implemented?  
 
#2 What is the actual chain of responsibilities?  
 
#3 What are the present interactions between humans? Are there hierarchical relations? Who is making 
the decision(s)? 
 
#4 What are the existing tools? & Objective metrics: What is the quality obtained today? Speed? 
Number of issues (human error, machine breakdown, etc.) per month/year? Time lost?  
 
#5 Subjective metrics: How does the operator feel about the present process?  
 
#6 How many operators are involved for each Use Case and how much do they work together as a 
group/team?  
 
#7 Are the operators changing regularly for each Use Case?  
 
#8 When a task in the Use Case is done always by the same operator: how long has the operator been 
doing that task?  
 
#9 What do the existing user interfaces look like (if any)?  
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#10 How much can actions/processes in the Use Case be traced presently?  
 
#11 What is the success rate for all Use Case at the present time?  
 
#12 What is the minimum success rate threshold to be reached by the service in order to allow it to be 
deployed?  
 
#13 What are the cost of errors/scrapping production, etc. for each Use Case? 
 
#14 Does the operator have to move in the context of the Use Case? 
 
#15 In which environment is the operator moving and how often? 
 
 

3.5 Identification of Ethical Issues 

3.5.1 General Overview of Use Cases 

The AI-Proficient project is centered around three European manufacturing plants belonging to two 
global scale industrial companies and a number of European AI/Tech partners, led by the Université de 
Lorraine.  

Managers from the three manufacturing plants presented a total of thirteen potential Use Cases for 
consideration with the understanding that a number of these Use Cases would be chosen after 
preliminary consideration of technical, ethical, and legal issues relative to each. Each Use Case was 
chosen on the basis of some problem that the respective plant managers wish to resolve with the aid 
of AI services.  

The Use Cases are thus all cases intended to solve some existing – in some cases long standing – 
problem, which has eluded the efforts of the industrial partner employees – ranging from plant engineers 
to shop-floor level operators- to solve. This is important to point out because in this sense the Use 
Cases are firmly embedded in a well-established context, very often a physical context, and their 
development and integration will have definite and specific effects on operators and related workers, 
on engineers, and on lower-level management.  

The Use Cases cover a range of contexts. We have made a preliminary categorization of the cases by 
type: the Use Case creates a new task for the operator (no baseline), the Use Case modifies the task 
of the operator (baseline to be established), or the Use Case eliminates or does not modify the 
operator’s task (no baseline needed) 

Beyond the broad categorization each Use Case has its own particular challenges and problems: 

- Some of the Use Cases are more data oriented, so that the intention is to use AI in order to 
uncover correlations in the data gathered relative to various manufacturing processes. These 
correlations will then be used either to optimize the process or correct some issue which human 
understanding, or human capacity to adjust, has so far failed to correct. 

- Other Use Cases have a more physical context, where the use of AI will potentially change the 
way a human operator interacts with the manufacturing machinery in a physical way, including 
interactions within operator teams and beyond them. 

Human-Machine interfaces, an issue which we have not discussed so far, are central to a number of 
the Use Cases, as will be seen in our first Use Case example. This has raised the specific issue of 
adapting interfaces to industrial conditions, e.g., with operators wearing gloves or other safety clothing, 
operating in busy and dangerous environments, etc. 

Some of the Use Cases address issues where preventive maintenance guided by AI is needed, which 
involves parties beyond the shop-floor operators, e.g., die-makers and maintenance technicians. 
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All of the Use Cases are part of manufacturing processes where time is crucial, and production is 
ongoing and consequently – particularly for financial reasons – cannot normally be halted for extended 
periods in order to take decisions or make changes. The issue of time thus becomes central to all of 
the Use Cases, time for the operators/engineers/managers to react, time to understand the results of 
potential AI interventions and guidance, etc.   

New sensors systems, and new collection of data will be needed in some of the cases, other cases can 
be addressed by correlating historic data. The data for all cases is not public data, but proprietary data, 
which makes for a shift of focus from the usual data concerns of AI ethics. Moreover, this is not personal 
or sensitive data, insofar as the traceability of the operator’s decisions – if traceable – are allowed for 
in the context of being an employee under contract. This does not mean of course that the data could 
not be used to trace the operator’s actions (errors or omissions); in many cases it might. But the ethical 
response to such possibilities will have to complement the legal framework and government regulations 
under which the work contract is drawn up, e.g., by recommending a formal clarification of that 
framework and contract to clarify to what degree employee data is personal or sensitive, and thus avoid 
such issues. 

Finally, all of the thirteen Use Cases are more or less directed toward finding solutions which will 
decrease waste, and increase productivity, product quality, and consequently profitability for the 
manufacturing plant. This, coupled with a definite hierarchy in the general work context, has implications 
for the issue of responsibility of, e.g., operators, but also of the managers, since reaction to the proposed 
AI services will be made according to differing motives. 

3.6 Two Examples of Use Cases: description, ethical issues, 
recommendations 

3.6.1 Use Case Example #1: Image Recognition of Labels 

3.6.1.1 Description 

The first Use Case example is centred around a problem regarding the labels on large bags of certain 
industrial products which are added to the manufacturing process in one of the participating 
manufacturing plants. There are a number of platforms feeding into hoppers (feeders), each of which 
are numbered and monitored by a console operator working at a central control board in the plant, who 
can tell e.g. the weight of the bag contents upon the platform. 

Large bags of product are brought to each platform as needed by a loading operator and lifted onto the 
platform with a hoist. The label of each bag is then physically removed and brought to the control board 
room by the loading operator, where the console operator – or sometimes the loading operator who 
brings the label – then inputs the label number manually into the central control system through the 
interface of a standard mouse and keyboard.  

The central control system then checks the lotnumber of the bag label against known recorded 
lotnumbers of the needed product to ensure that the bag is the correct product needed for the particular 
manufacturing process desired. It notifies the console operator with an alarm if the label is incorrect.  

Sometimes, however, the loading operator has to do another job before bringing the bag label to the 
control room, so that perhaps 30 minutes have already passed before the number is entered into the 
system and – if the bag is the wrong bag – the wrong bag product has already begun to be added to 
the manufacturing process. Sometimes an incorrect bag is hoisted onto the right feeder, or alternately, 
a correct bag is hoisted onto a wrong feeder. In the latter case the console operator usually notices the 
error through monitoring the weight of the bags on each feeder and seeing significant weight where 
there should be none. The problem to be addressed is the need to speed up the input of labels into the 
central control system in order to detect earlier when an incorrect product is introduced into the desired 
manufacturing process. 

The goal for the Use Case is to introduce an AI safeguard incorporating text recognition, wherein the 
AI will scan the label of the bag of product for the name and lotnumber, and the number of the feeder 
which the bag is on and show these text recognitions to the loading operator. The operator – using a 
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tablet for the new task – will then visually confirm the accuracy of the text recognition and press a submit 
button, which will send the label data directly to the control system, which will then give a further ‘green 
light’ to the console operator or loading operator if the bag product is ok to use. The hope is to have a 
text recognition success rate of 90 to 95%. If the success rate is below this range the management 
expects that the loading operators will abandon the text recognition AI tool as unworkable.  

3.6.1.2 Ethical Issues 

1 - It should be remembered that the central concern is one of time. i.e. the loading operator either 
forgets, or delays, going to the control room in a timely manner. Errors in the control system check of 
the bag product information, once input, were not mentioned in discussion sessions. Thus, resolving 
the time delay would resolve the problem presented in the Use Case. So, the question to bear in mind 
overall will be: will the AI image recognition service shorten or remove the time delay between the bag 
being placed upon the feeder platform and its being cleared by the control system? 

Insofar as it cannot do this it will tend to be un-ethical in adding needless work and stress to the job of 
the loading operator, and also adds further complexity – open to errors – into the overall system.  

2 - In order to shorten the time delay, several conditions will have to be met. 

The interface must be reliable and practically useable by the loading operator since the loading operator 
has to read it and also manipulate it physically. In this case this means it must be easily readable under 
the conditions in the bag loading area, including particular lighting conditions, and perhaps dusty 
conditions. It must be easily graspable under the working conditions in question – which include wearing 
work gloves, according to the Q & A sessions – and provide ease of input for any input of information.  

3 - The reliability must extend to the AI’s success in image recognition. The stated minimal requirements 
for accuracy were 90 to 95%. This raises a number of issues:  

First, how and by whom will the accuracy rate be checked? The operator should not be expected to 
have to check the accuracy unless this is specifically added as a new task. 

Second, assuming the image recognition accuracy rate reaches 90 to 95%, there are still 5 to 10% 
errors to account for. In those 5 to 10% of error situations, will the operator be expected to have the AI 
re-scan the bag label hoping the AI gets it right eventually, and/or will he be expected to manually 
correct/supplement the AI’s effort? If the latter, time (and stress) are added to the loading operator’s 
job; a shift of responsibility is made (i.e. the operator now has the potential to input his own mistake in 
correcting the AI); and the complexity of the input interface under working conditions will also become 
a more significant factor (i.e. it will have to be more than a single ‘submit’ button).     

Third, what will the protocol be in case the loading operator makes a mistake and presses submit on 
an inaccurate text reading by the AI? (habit forming and consequent response errors in repetitive tasks 
where errors are rare is a known factor to be considered).  

4 - All time delays caused by errors by the AI, potential corrections needed to be made by the operator, 
etc. (as noted above) will offset the time gained in sending the recognized text directly to the control 
system. This has to be considered if the goal of the AI integration is to be practical. 

5 - In having to visually check the text output of the AI’s image recognition, the loading operator is 
informally being designated as the ‘safeguard for the AI,’ which gives rise to issues of who is in control 
formally, and where responsibility lies for errors.  

6 - The console operator is being taken out of the process as a safeguard insofar as the loading operator 
has become responsible for checking the AI results. One level of human safeguard on the production 
process will thus be lost. 

7 - Hypothetical Scenario: a text recognition error has been made by the AI (the 5 to 10% inaccuracy) 
but not caught by the loading operator, who has pressed submit. The text is sent quickly and the control 
system gives an alarm (or no green light) to the console operator. How does the console operator know 
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whether the error is a rare AI related error or an operator bag placement error, also rare? The console 
operator no longer has the bag label to check where the error lies.  

8 - An added responsibility for error is thus transferred onto the loading operator by implication. Whereas 
before, the operator was responsible for a mistaken bag placement, now the operator is also potentially 
responsible for failing to accurately spot an AI text recognition error.     

9 - It is unclear so far in the Use Case proposal who is getting the green light, and subsequently where 
the responsibility for releasing the product bag into the manufacturing process lies, or if the responsibility 
for this is changing. 

10 - The physical activity of the loading operator is undergoing a change, as there will be no more trips 
to the control room in this context. 

11 - The social interaction aspect of the operator team is undergoing a change, since the loading 
operator and console operator will no longer meet in the context of the bag label being delivered. It may 
have an effect on team cohesion (an effect shown in related research studies) 

3.6.1.3 Recommendations 

1 - The technical partner developing the tablet/tablet interface should work with the operators to design 
and then test it (as a mock-up before AI integration) in the actual work conditions, and then adapt it 
based on operator suggestions to insure that it works in the particular lighting, in dusty conditions, with 
work gloves, whether it is an appropriate size, shape, and weight for the work conditions, and whether 
it is rugged enough to stand dropping, bumping, etc.  

2 - A simple practical holster should be provided for the loading operator to carry the tablet when not 
using it.  

3 - It should be formally stated which parties are involved in testing the accuracy of the AI text 
recognition, e.g. to what extent the loading operator is involved in this.   

4 - It should be formally stated by the technical partners, whether the loading operators will have to 
correct AI text recognition errors. (It was not envisioned in the preliminary Use Case presentation to 
have the loading operator press more than a ‘submit’ button).  

5 – If the loading operators will have to also correct AI text recognitions, the technical partner should 
work with the loading operators to design an appropriate input system in the interface for such more 
complex inputs, and test it in the actual work conditions, e.g. the keys/buttons must be designed to be 
practical for gloves, large enough, operable in dusty conditions, and clearly visible under the work area 
lighting.  

6 - Develop a protocol to address the allowed for 5 to 10% of cases when the AI misrecognizes text, 
i.e. state the steps the operator will take in case of AI error.  

7 - Consider explicitly whether the time delays possibly introduced by the AI service (errors, etc.) will 
nullify the time gains made in sending the bag label information directly to the control system. If they 
do, then consider whether the actual integration of the AI service is practically worthwhile, or whether a 
non-AI change could resolve the problem, e.g. the loading operator takes a simpler digital picture of the 
bag labels and feeder number and sends them to the console operator to check as a timely safeguard 
against bag misplacement (but also brings the label to the control room to be inputted manually just as 
before).      

8 - Formally make clear to the console operator how their job changes relative to the new AI-integrated 
context, e.g. will the console operator now review in any way the name and label of the product bag 
which has been inputted automatically into the control system?   

9 – We recommend that the layer of safeguard of the console operator is not removed (or do not remove 
it until the AI has been through a long trial period), e.g. when the recognized text for each bag and 
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feeder is sent, send also to the console operator a regular picture taken simultaneously during text 
recognition scan, so that the console operator inputs it as before – but from the picture instead of the 
physical label – and set the control system to wait for both inputs (recognized text and console operator 
manual input from the digital picture) before giving the green light.  

In other words: use the AI eventually, after a trial period, as a secondary safeguard to address the 
central issue of the loading operator time delay in carrying the label to the control room, rather than 
using the loading operator as a safeguard against AI error. 

10 - Clarify formally who is getting the green light to release the product bag into the manufacturing 
process. If both console and loading operator are getting the green light and are able to release the bag 
product, then formally clarify which of them has the ultimate responsibility for the action. 

11- Take into consideration whether the change of physical activity in not going to the control room 
affects operator wellbeing. Ask the operator team. 

12 - Monitor regularly whether the cohesion of the operator team changes for the worse due to the 
change in social interaction of the team members. Ask the operator team members. 

 

3.6.2 Use Case Example #2: Preventative Material Preparation Guidance from AI at the 
beginning of a Production Line 

3.6.2.1 Description 

Our second Use Case example is centered around material at the beginning of a production line being 
fed into a hopper for further processing. The materials are brought on a pallet to a feeding conveyor, 
where they are then moved along to a hopper to be mixed. The feeding process at the entrance of the 
hopper is monitored by an operator in order to prevent jams in the hopper and consistency of the 
subsequent product. 

The incoming material is normally a continuous piece of material, but occasionally there are missing 
sections and also ends which have to be joined together when a new pallet of material is introduced, 
which causes sections with surplus material. 

The monitoring operator must make quick adjustments, e.g., joining ends of material, or building up 
extra material in advance, in order to prevent the hopper from jamming or leaving gaps in the material 
which influence later parts of the processing of the product. 

The operator works manually with a knife, cutting and joining or adding, as necessary, sometimes 
switching the machinery to manual mode or adjusting the rpms of some components of the machinery 
as necessary to do this. 

The goal is to integrate the AI to give guidance to the operator (or to act directly) in order to ensure the 
consistency of the incoming material, e.g., to tell the operator where and when to add material on the 
conveyor. This needs some vision sensors directed at the material on the incoming conveyor or some 
other form of measurement. 

3.6.2.2 Ethical Issues 

1 - The heart of this Use Case is with time management and a predictive guidance by the AI to make 
up for a lack of time for the operator to react. The question then becomes whether the AI could in theory 
solve the time problem.  

The reaction time is very short. The question regarding how much time the operator has to make 
adjustments was asked. The answer was 30-40s, sometimes as little as 10s. The ensuing discussion 
around whether it seemed a very short time for the operator to get guidance from the AI and use it to 
react, given the lack of time, indicated that the hope was for the AI to be configured to make the 
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adjustments automatically somehow. This is very vague in terms of establishing control and 
responsibility in the context. 

Operators can be late or not fast enough to compensate for parameters which must be kept constant 
at the entrance to the hopper, so time is already an issue here, and it will be more an issue if the 
operator must add consulting the AI in that short time. The added stress on the operator is an ethical 
issue here, but it comes from a practical issue related to the value of the overall system. 

There is an ambiguity here about the source of the problem: the problem may be that: #1 the operator 
does not have enough time now to react because the adjustments are very physical adjustments often 
(adding or reducing material to buffer the input to the hopper), or it may be #2 the operator does not 
know when to adjust, or #3 the operator does not know how much to adjust.  

If it is only or significantly #1 then AI is not the solution to the problem. If it is #2 and/or #3 then AI may 
be able to solve the problem, but only if the feeding procedure can be clarified and standardized better 
(e.g. if the AI proposes “add more” material it will have to tell the operator how much to add, which 
needs some standard measure of weight; and if it proposes ‘add material now’ then ‘now’ cannot be 
instantaneous for the operator, so the feeding conveyor will have to be segmented somehow to convert 
‘time’ into ‘place’ on the conveyor.) And if the problem is a mixture of #1, #2, and #3, then problem #1 
still has to be solved first. 

It is necessary to figure out where the problem is with some trials, perhaps some modeling, which will 
probably go beyond the timeline of this project.     

2 - The selected key performance indicator (KPI) here is the quality of the product issuing from the 
larger part of the production line in which the feeding conveyor/hopper is the beginning, but that quality 
is measured far away from the action of this Use Case, namely at the end of the process. There are too 
many variables influencing the chosen KPI for it to be used as a success benchmark for this Use Case. 
With this KPI it will be difficult or impossible to separate how much the operator in question is influencing 
the solution or trace the chain of action (an issue of traceability and responsibility).    

3 - There is an ambiguity at the level of the stated goal, relative to whether the operator is truly in 
command or whether the AI will adjust automatically. If the UC is chosen this needs to be resolved, 
e.g., by giving a definite trial period for operator in command only, and another for AI auto adjusting. 

3.6.2.3 Recommendations 

1 - Measure KPI relative to average frequency of hopper jams or production scrapping to get a minimum 
success rate to measure whether integrating the AI is worthwhile here. 

2 - It was suggested that this Use Case is central to the production line because it is the beginning, so 
that an improvement here will benefit overall quality of the product.  

If so, then perhaps it is worth considering adding a ‘geared’ or looping feed conveyor (an engineering 
problem) to extend the time in which the material travels between the pallet and the hopper in order to 
give the operator more time in the feeding process to consult the AI and react to its proposals. Perhaps 
it is also worth considering addressing this problem in the stage immediately prior to the Use Case 
context, in the area where the material is initially prepared. Perhaps the AI could be better used there 
somehow. 

3 We recommend that you delay this Use Case until you understand the problem better and the 
operator’s role in it 

4 Identification of Legal Issues 

4.1 Main Legal Instruments 

AI-Proficient project must be consistent with laws relevant to industrial AI integration. Main laws are the 
following. 
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AI Specific:  

• Proposal for a Regulation of the European Parliament and of the Council laying down 
harmonized rules on AI (AI act) and amending certain union legislative acts (2021) 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206 

The proposal is currently under discussion by the EU Council and EU Parliament 

• OECD Recommendation of the Council on Artificial Intelligence (2019) 

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449  

• P9_TA-PROV(2021)0009 Artificial intelligence: questions of interpretation and application of 
international law (EU parliament resolution of January 2021) 

https://www.europarl.europa.eu/doceo/document/TA-9-2021-0009_EN.pdf 

• UNESCO Recommendations on Artificial Intelligence (adopted 2021) 
 

https://unesdoc.unesco.org/ark:/48223/pf0000373434  
  

Combine a review of high-level values which should be integrated into and respected in AI 
development, along with recommendations to transform the values into law and regulatory 
policy at national and international levels. Of particular interest in the context of AI-Proficient 
are recommendations under Policy Area 9, which include member states working with private 
sector companies and the development of proactive industry policies and interventions (see 
discussion and related recommendations below). 

 

• A good discussion and summary of Policy frameworks for AI use in the public sector can be 
found in Algorithmic Accountability for the Public Sector (Ada Lovelace Institute 2021).  

 
https://www.opengovpartnership.org/wp-content/uploads/2021/08/algorithmic-accountability-
public-sector.pdf  

 

• Public Deliverable 4.2 of the SIENNA project, (Rodrigues, 2019) on legal and human rights 
issues relevant to AI with comparison between European and International approaches, is 
also an excellent reference resource for a general overview of legal issues around AI.  

 
https://www.sienna-project.eu/robotics/legal-aspects/  

 
General, Relative to impact of AI on workers:2 
 

• Article 3(1)(3) TEU3 
 

• Article 9, 107(3)(a), Articles 145-166 TFEU4 
 

• Articles 14-15, 27-32 EU Charter of Fundamental Rights 
 

• Regulation (EU) No 1304/2013 
 
 
General, Relative to Liability: 
 

 
2 See Table 1 – AI legal issues and examples of relevant EU legislation (Evas, 2020), which draws on 
the SIENNA project. 
3 Treaty on the European Union 
4 Treaty on the Functioning of the European Union 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://www.europarl.europa.eu/doceo/document/TA-9-2021-0009_EN.pdf
https://unesdoc.unesco.org/ark:/48223/pf0000373434
https://www.opengovpartnership.org/wp-content/uploads/2021/08/algorithmic-accountability-public-sector.pdf
https://www.opengovpartnership.org/wp-content/uploads/2021/08/algorithmic-accountability-public-sector.pdf
https://www.sienna-project.eu/robotics/legal-aspects/
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• Articles 4(2)(f), 12, 114 and 169 TFEU 
 

• Articles 38, 47 EU Charter of Fundamental Rights  
 

• Council Directive 85/374/EEC 
 
 
General: 

• General Data Protection Regulation (GDPR) 

https://gdpr-info.eu  
 
 

4.2 Relevant International Standards 

Meanwhile our research has suggested that the development of AI standards is in very early stages. 
Nonetheless, the following International standards under development, are potentially relevant to the 
development of AI services in the AI-Proficient project. 

IEEE standards (in various stages of development): 

 

• (IEEE) The Ethics Certification Program for Autonomous and Intelligent Systems (in 
development) 

It focuses on development of metrics to certify AI related products as ‘trusted’ with regard to 
Transparency, Accountability, and Algorithmic Bias 

https://standards.ieee.org/industry-connections/ecpais.html 

 

• P2894 - Guide for an Architectural Framework for Explainable Artificial Intelligence (working 
group stage) 

https://standards.ieee.org/project/2894.html 

 

• IEEE P7000 - IEEE Draft Model Process for Addressing Ethical Concerns During System 
Design (draft stage) 

https://standards.ieee.org/project/7000.html#Standard 

 

• IEEE 7010-2020™ - IEEE Recommended Practice for Assessing the Impact of Autonomous 
and Intelligent Systems on Human Well-being (published) 

https://standards.ieee.org/content/ieee-standards/en/standard/7010-2020.html 

 

ISO standards (all relevant standards are still in preparatory/pre-draft stage): 

 

• ISO/IEC AWI TR 5469 
Artificial intelligence — Functional safety and AI systems 

 

https://gdpr-info.eu/
https://standards.ieee.org/industry-connections/ecpais.html
https://standards.ieee.org/project/2894.html
https://standards.ieee.org/project/7000.html#Standard
https://standards.ieee.org/content/ieee-standards/en/standard/7010-2020.html
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• ISO/IEC AWI TS 6254 
Information technology — Artificial intelligence — Objectives and methods for explainability of 
ML models and AI systems 

 

• ISO/IEC AWI 25059 
Software engineering — Systems and software Quality Requirements and Evaluation 
(SQuaRE) — Quality model for AI-based systems 

https://www.iso.org/committee/6794475/x/catalogue/p/0/u/1/w/0/d/0 
 

• A good overview of relevant standards related to AI in the workplace can be found in (Becker 
et al. 2021), along with a discussion on the links between standards and law, and the 
differences between them. 

 
 

4.3 Discussion of Legal Issues 

In the following we will consider some of the legal issues directly or indirectly relevant to the AI-Proficient 
project. No part of this discussion is intended to be or should be taken as legal advice, as we are not 
qualified to provide technical legal advice on issues internal to the project in any way. Our aim is only 
to: 1) provide a brief survey of the legal landscape for AI and industry, 2) cite some of the current 
opinions on current efforts and work to be done in legal approaches to AI and industry, while making 
brief reference to possible difficulties and insights which philosophical jurisprudence can bring, and 3) 
synthesize from those current opinions some conclusions as to what lines of action the partners of the 
AI-Proficient project could practically adopt in order engage with the expanding legal landscape 
regarding AI.  

 

4.3.1 Outline of Legal Landscape of AI and Industry 

The field of law relative to AI both in industry and other AI uses, appears to be in its infancy, and very 
much a work in progress. (Rodrigues, 2020) describes the field of AI in general as “a regulatory moving 
target.” This is in large part due to the speed of advancements in AI development, and it has a 
considerable impact upon the intersection of law and policy creation. “Every day a new application 
based on AI is invented and unleashed onto human society. The velocity and scale of impact of AI is 
so high that it rarely gives the public policy practitioners sufficient time to respond” (Dwivedi et al., 2021). 

Some insights we have gathered from the Arcelin, (2021) support the above points, at least within the 
EU context. These insights, in summary, include the following. There is no univocal response from 
jurists regarding the legal issues around AI yet, and technology is moving faster than legislators can 
respond. So far Responsibility is the first point of contact for jurists and AI, but there is a difficulty in this 
since only two types of persons are recognized in law: moral and physical persons, so it is difficult for 
jurists to categorize AI. In French law, responsibility falls under three categories: penal, civil, and 
administrative. So far, the concentration of jurists is upon civil responsibilities, under the categories of 
personal fault and defective products. In the 2021 AI Act proposal the EU has created criteria for 
autonomy relative to AI. AI is classified in a general way as High-Risk vs Other AI. For High-risk AI 
defective product rules will apply. For Other AI personal fault rules will apply. Under Administrative 
Responsibility laws of competition will apply, e.g., when algorithms decide market prices, if deep 
learning causes prices to come together contrary to market regulations. There may be a category of 
‘entent facilitator,’ e.g., a programmer who facilitates the breaking of competition laws by a company 
through an algorithm. Such a programmer would be punished under the law. 
 
The EU AI Act proposal was released in April 2021. It puts forward a technology neutral definition of AI, 
which categorizes AI into four categories: Unacceptable risk AI, High-risk AI, Limited risk AI, and 
Minimal risk AI. The European Parliament and Council must still adopt the proposal, a process which is 

https://www.iso.org/committee/6794475/x/catalogue/p/0/u/1/w/0/d/0
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ongoing.5 Marko Grobelnik of AI Lab of the Jozef Stefan Institute,6 suggests that the Risk based 
approach has become the main approach to AI regulation for the EU, and that the EC AI Act is significant 
in being the first legally binding act which will be adopted. There are concerns that the Act is quite 
limited however, given that certain classes of algorithm use, including for military and international law 
enforcement, are not covered by the act.7  
 
Law, and employment law in particular, in its intersection with the direct and indirect impacts brought 
about by algorithmic integrations with workplace hierarchy and management is also set to become a 
major issue. Here liability and responsibility become difficult issues due to the introduction of un-
explainable elements into workplaces which accompany algorithm use. There is a danger, as (Adams-
Prassl, 2019) notes, of detrimental changes to worker experience as a result of new direct and indirect 
forms of algorithmic “soft control.”   
 
Currently, apart from the new EC AI Act and in the relative absence of law directed specifically at AI 
issues, existing laws are being drawn on to engage with AI legal issues. Human rights laws appear to 
be a key component of existing legislation which informs legal approaches to AI issues. Among these 
we can mention: The Universal Declaration of Human Rights, The International Covenant on Economic, 
Social and Cultural Rights, and The European Convention for the Protection of Human Rights and 
Fundamental Freedoms. Interestingly, (Rodrigues, 2020) notes that relative to the issue of privacy and 
data protection, “the effectiveness of measures such as privacy by design/data protection impact 
assessments, privacy by design might fall flat . . . given the core purpose of the AI system or technology 
by itself might conflict directly with societal values and fundamental rights.” This is a point which we 
think should be made much more explicit and visible, and it may apply to many more areas in AI 
development, than just data and privacy issues. From an ethical standpoint there may be tendencies of 
AI development which fundamentally cannot be reconciled with broader ethical value depending upon 
the intended purpose. Whether this is also the case on the legal side remains a question, because law 
in intersection with government policy may be an art of achieving the best agreement that can be 
reached. If so, then we think this clearly highlights the limits of ethical and legal cooperation.    
   
The GDPR is also a major regulation which applies to areas relevant to AI development. There is 
considerable debate about its scope however, and about whether its main purpose is simply to regulate 
personal data, or also to intersect with human rights ethical issues (Evas, 2020). There are also 
indications that the GDPR has been willingly misused in some cases by European corporations and 
public administrations, who invoke the GDPR selectively in order to deny trade unions and worker 
representatives access to documents, information, or workers themselves, so as to hinder collective 
bargaining efforts (Battista 2021).8 Some have argued that the GDPR is not clear and that it risks being 
ineffectual (Wachter et al., 2017).      

In general, it seems that a large part of the focus of legal efforts addressing AI development in the EU 
will be on updating, adjusting, and clarifying existing laws relative to AI characteristics, transparency in 
particular, because opaqueness of AI services do not allow breaches of law relative to existing laws, to 
be noticed (EU Commission Whitepaper on AI, 2020). 
 

 
 

4.3.2 Opinions on Current and Future AI and Industry Legal Approaches  

 
One legal approach from the Canadian context, which may highlight potential differences in legal 
traditions – a point we will return to below – calls for an initial emphasis on policy over law. “For some 
commentators, the challenges of AI demand swift legal action to address every possible concern about 
AI use. We do not believe that this is necessarily the best approach… Now is the time to recognize that 

 
5 https://www.europarl.europa.eu/legislative-train/theme-a-europe-fit-for-the-digital-age/file-
regulation-on-artificial-intelligence  
6 Horizon Europe Cluster 4 Matchmaking Event, Jan. 24/2022 
7 https://www.sciencespo.fr/public/chaire-numerique/en/2021/08/20/regulating-artificial-
intelligence-could-the-eus-ai-act-lead-the-way-forward-2/     
8 https://www.etuc.org/en/pressrelease/gdpr-being-misused-employers-hinder-trade-unions  

https://www.europarl.europa.eu/legislative-train/theme-a-europe-fit-for-the-digital-age/file-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/legislative-train/theme-a-europe-fit-for-the-digital-age/file-regulation-on-artificial-intelligence
https://www.sciencespo.fr/public/chaire-numerique/en/2021/08/20/regulating-artificial-intelligence-could-the-eus-ai-act-lead-the-way-forward-2/
https://www.sciencespo.fr/public/chaire-numerique/en/2021/08/20/regulating-artificial-intelligence-could-the-eus-ai-act-lead-the-way-forward-2/
https://www.etuc.org/en/pressrelease/gdpr-being-misused-employers-hinder-trade-unions
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we have incomplete information about how AI will evolve, and to make sure that governments craft 
flexible policies . . . Although policies may eventually map onto laws, they afford greater flexibility in the 
interim and allow more time for dialogue to take place and consensus to emerge . . .” (Gaon & Stedman, 
2019). 
 
Feretti (2021) advocates an Institutionalist approach to AI Ethics, which, arguably, transforms ethical 
concerns into regulatory and legal concerns. He argues that governments rather than individuals should 
regulate the growing field of AI, that our ethical priority should be to achieve a just society and that 
governments can do this most easily, and as a consequence business should help government in 
creating regulation. Governments, Feretti suggests, can bring legitimacy, stability, and efficiency to the 
process. The legitimacy of the decision procedure which government can bring to decisions about 
content moderation by social media giants, for example, is best placed to reach a public agreement 
about content moderation. Meanwhile stable compliance – the capacity to smoothly enforce legislative 
compliance – in areas such as AI safety, are best implemented by government, which can act coercively 
both broadly and safely, and can mold corporate activity toward compliance despite intense pressure 
to the contrary. Finally, assuming distributive inequalities from the development of AI, government is 
again best at distributing impacts and redistributing resources, because it has more information, and it 
can apply this information to the foregoing.   
 
There are a number of objections which could be raised to Feretti’s arguments. In the first place, while 
government regulation is indeed broad in all the ways needed to support the above points, its 
comprehensiveness may be its weakness in the sense that loopholes may be easier to locate for those 
who can find them. We should assume the good faith of industry, but at the same time as (Cath, 2018) 
remarks: “It is crucial to remain critical of the underlying aims of AI governance solutions as well as the 
(unforeseen) collateral cultural impacts, especially in terms of legitimizing private-sector led norm 
development around ethics, standards and regulation.”  
 
Secondly, the law once achieved may be far more than private efforts could aspire to, but before that 
achievement such law must be envisioned, constructed and brought into effect, with all the political 
maneuverings, lobbying, studies, and commissions, which this process entails. The process of the legal 
machine may thus be slower – perhaps far slower – than the needs of the individual and the facts of 
technological evolution can abide, a situation which Arcelin’s assessment of the current situation in 
France seems to concur with. These difficulties of the law-making process are readily found in the 
specific examples given for the aspect of legitimacy, noted above. Government may legitimize a content 
moderation policy for social media giants more easily than any individual effort could, but such policy 
may also be bogged down and rendered suspect by the very participation of those same giants who 
have an unfair advantage by being the technological analogue of large banks. In effect, it seems fair to 
ask: are social media giants now ‘too big to fail,’ just has some banks have been shown to be in recent 
financial crises, so that the participation of these giants in legitimate policy discussion, is not a 
participation of equals from the outset? Again, is consensus policy making, which assumes a liberal 
tradition in the background in order to be fair to all, safe enough from policy which comes about merely 
on the basis of the democratic majority? Laws which embed the will of the majority, on no other basis 
than that the majority can have its way, are common enough. Contrary to Feretti, the judicial challenges 
of small legal groups to the will of the majority is sometimes all that protects the ethical consistency of 
policy.  
 
The difficulties of not practically distinguishing judicial law (law as interpreted and applied from the 
courts) from legislative law (law as created from votes and legislatures) thus, arguably, affects the 
eventual outcome of the AI and law discussion. This in turn points to another issue of legal traditions. 
Because the effects of AI reach beyond national boundaries, it also reaches beyond legal traditions. 
Legal approaches to AI regulation may eventually have to come to terms with this, in recognizing at 
least the divide between European civil law traditions and Anglo/American common law traditions. We 
have seen above that Gaon and Stedman in the Canadian context, advocate a ‘wait and see attitude,’ 
which is much less proactive than the civil law tradition. The GDPR – and its influence on AI 
development – is counted a great success, for example, but its creation has perhaps been made 
uniquely possible from within the EU civil law tradition and may have to come to terms with jurisdictions 
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within alternate traditions. As Cross notes,9 some suggest that a choice between law traditions should 
be made explicitly.   
 
To interpret these issues back toward the ethical side of things, our opinion is that a separation between 
individual moral positions on the one hand, and standards which can be achieved by public consensus, 
or as Feretti calls it ‘the separation of the moral and political,’ mask a difficulty. Even though law might 
be able to achieve such a separation, it should not then claim to be integrated with ethics when it does. 
To be practically consistent as a framework for engaging human action, ethics needs to be applicable 
at all levels of generality with links between those levels of generality, links which developers and 
industrial partners in AI can reasonably follow – or be guided to follow – in order to move between levels 
of generality and achieve the application of ethics. A smooth gradient of applicability for ethics with 
choice to engage human action at different levels of generality would seem even more practical. The 
deliberate separation of the moral and political breaks these links for law as regulation. In ethics as 
such this results in – as we have noted above in discussing current trends – a proliferation of high-level 
principles based on what we can all agree on, but which are practically vacuous. Not being legal experts, 
we cannot specify exactly what the analogous effect upon law will be – perhaps a disjointedness 
between passing high level laws and the practical desuetude of those laws in definite cases – but what 
we confidently can say is that the disconnection of these levels of generality will have some undesirable 
effect for the legislation of concerns regarding AI and industry which become known through the process 
of AI ethics.   
 
Andrew Adams, Deputy Director of the Centre for Business Information Ethics, Meiji University, has 
highlighted the differences between the Japanese approach to AI regulation and the European 
approach, in stressing that while the European approach is toward government driven regulation, the 
Japanese approach relies on the self-regulation of industry.10 The Japanese approach involves a multi-
stakeholder process which is fairly strong and seeks to emphasize a level playing field for everyone, 
and industrial partners do participate because they want this level playing field. The government’s role 
is seen as being a facilitator of discussion between stakeholders, and industrial stakeholders in 
particular, rather than a source of legally binding horizontal legislation (Expert Group on Architecture 
for AI Principles to be Practiced, 2021). Discussion and comparison relative to the EU process of 
legislation is underway however (Kawashima, 2021).   
 
Here then, we have three opinions on how the law should engage with AI development. One advocates 
a ‘wait and see’ stance where consensus is built up in the slow testing of policy before moving to 
legislation – a stance colored by the common law tradition. The second is legally pro-active and 
envisions government intervention from the beginning in a very broad way, and in keeping with liberal 
traditions of democratic government. It falls more on the side of the civil law tradition. The third, in the 
Japanese perspective, allows and encourages an internally proactive engagement of industry, a 
leveling of the playing field according to common interests in industry. There are no doubt other 
approaches current and to be devised, but at least in the above approaches there are practical 
implications on the side of industry.   
 
 

4.3.3 Practical Recommendations for AI-Proficient Industrial and Technology Development 
Partners in Engaging the AI Legal Landscape 

 
The objections raised above to the several paths open to legal development of AI regulation are not 
objections to that development. They are objections to a ‘nothing but this’ or a ‘this approach trumps all 
others’ approach, along with concerns about confusing the roles of law and ethics in AI development.  
We have no doubt that AI regulation should be developed, in a complementary way to ethics and if the 
opinions of Feretti and others are sound, then we can say that industry, acting in good faith, should help 
develop it.  
 

 
9 https://www.lawgazette.co.uk/news-focus/news-focus-is-it-time-for-a-common-law-rewrite-of-
gdpr/5107512.article 
10 AI-MAN (ICT-38) Projects Cluster Workshops Series (On-Line) (Nov. 25, 2021) 
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Based on the above we can make the following general practical recommendations, all of which apply 
to the industrial and technical partners of the AI-Proficient project in a general way, and all of which can 
be carried out. These include: 1 – dissemination of general results of AI development, 2 – creation of 
self-binding regulatory mechanisms by the industrial and tech partners, 3 – more direct involvement of 
the workers, 4 – assisting the ethics team in disseminating among industrial peers the ethical results 
and insights of the project, 5 – joining other associations or industrial bodies which are already 
participating in the regulatory and legal process. If, as it appears in the EU context, such regulations 
will inevitably be developed, then it will benefit the tech and industrial partners of the project to 
participate in that regulatory process and in doing that they will gain an advantage in understanding and 
navigating coming regulations. Learning is doing.    
 
 
1 – Dissemination of general results of AI development. We have seen that a lack of information 
hampers governmental development of regulation. There is a lack of information on how AI is used and 
its effects on workers, as well as why AI is adopted by businesses (Royal Society, 2018). The latter in 
particular presents a point of ingress for a pro-active participation of industry in government regulation. 
In our discussions with industrial partners in the project, we have often heard them indirectly mention 
why they interested in being involved. If these interests can be stated more formally in the appropriate 
channels, then they would be a useful contribution to legal and policy process. Being open with 
information about the AI-Proficient project to the limits possible and publicizing that information and 
bringing it to the attention of government, thus present a very practical step in the regulatory and legal 
process. This means making an effort to engage in strict evaluations of results of the project. It means 
being more explicit than simply saying: ‘we have achieved good results,’ but instead making statistical 
measures clear and presenting hard measurements, e.g., ‘we have achieved 70 percent of our KPI.’ 
The latter type of information will be more valuable in developing regulations.   
 
2 – Create self-binding mechanisms. There are few explicit guides for industry on creating such 
mechanisms. But, given that the European Parliament foresees the possible transformation of ethical 
rules for AI into hard law (Madiega, 2019), we can make some suggestions in this direction. The 
approach of the ethics team in AI-Proficient has been to generate specific and practical ethical 
recommendations. A number of these have been carried out within the project Use Cases, others are 
in process of being carried out. Moreover, WP6 of the project will explore and present the results, 
successes, and limitations of ethical recommendations given, along with an analysis of the more 
quantitatively measurable successes of the project. The recommendations and eventually the insights 
are thus available to draw upon in creating self-binding mechanisms. The guidance of the ethics team 
is available until the end of the project as well. On this basis, in a first stage, self-binding mechanisms 
could be created at an ethical level based on the recommendations given. In a second stage after some 
experience within the project with implementation, they can then be streamlined or combined if 
necessary (while still being linked to modes of practical implementation). In a third stage, and perhaps 
beyond the project, they could be adapted in view of eventual crossover with current and foreseen legal 
initiatives at EU level with the help of legal expertise internal or external to the partners.   
 
3 – Direct involvement of the workers. This recommendation involves facilitating the participation of 
workers affected by the AI development in the project in whatever ways possible, with an eye to 
eventually informing regulatory approaches from a practical basis in the situation of the workers. It has 
been suggested that “the prevailing self-regulatory approach also fails to recognize any need, nor 
obligation, to seek meaningful input from affected stakeholders or the public at large in identifying the 
relevant ethical standards . . . [and thus] amounts to little more than a marketing exercise aimed at 
demonstrating that the tech industry ‘takes ethics seriously’ in order to stave offer external regulation” 
(Yeung, Howes, and Pogrebna 2020). Again here, the easiest way to begin in AI-Proficient is by 
involving the workers in understanding the reasoning for and adoption of rules at the ethical level and 
allowing the workers to respond to and help shape the implementation of those rules according to their 
own needs and viewpoint. 
 
4 – Assistance to the ethics team in disseminating among industrial peers the ethical results and insights 
of the project. If the transformation of ethical rules into hard law is on the table in the European context, 
as we noted, then the dissemination of the ethical results of the project and a push to bring them to the 
table in the process of development of policy and regulations, so that they back up and inform those 
regulations is an obvious practical step. The project partners can do this by communicating the results 
and methods of the project to their own industry and tech networks. 
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5 – Joining other associations or industrial bodies which are already participating in the regulatory and 
legal process. The industrial and technology development partners of the project can be proactive in 
joining larger bodies which are involved in legal and regulatory efforts at the European and national 
level. The ACM Europe Council has a policy committee that regularly engages with the European 
Commission on policy issues related to technology11. The Confederation of Laboratories for Artificial 
Intelligence Research in Europe (CLAIRE) is another option (e.g., some partners such as UL is already 
involved in CLAIRE). CLAIRE includes industrial and technology partners and has previously provided 
feedback to the European Commission on AI related issues 12. The partners can further take the 
initiative in forming such groups themselves at various levels, including regionally or nationally. They 
can also participate directly in discussion by joining conferences on the AI regulatory issues in order to 
present specific industry and technology developer perspectives, or by contributing feedback to the EU 
Commission website ‘Have your Say’ on legal and policy initiatives in various stages, such as the recent 
proposal for adapting liability rules to the digital age and artificial intelligence13. 
  

 
11 https://europe.acm.org  
12 https://claire-ai.org  
13 https://ec.europa.eu/info/law/better-regulation/have-your-
say/initiatives_en?facet__select__field_brp_inve_resource_type:parents_all=743&field_brp_inve_fb_s
tatus=All&field_brp_inve_leading_service=All  

https://europe.acm.org/
https://claire-ai.org/
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives_en?facet__select__field_brp_inve_resource_type:parents_all=743&field_brp_inve_fb_status=All&field_brp_inve_leading_service=All
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives_en?facet__select__field_brp_inve_resource_type:parents_all=743&field_brp_inve_fb_status=All&field_brp_inve_leading_service=All
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives_en?facet__select__field_brp_inve_resource_type:parents_all=743&field_brp_inve_fb_status=All&field_brp_inve_leading_service=All
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5 Conclusion 

5.1 Preliminary Results 

A preliminary ethics summary, based on a template developed by WP1 leaders, was sent to the 
industrial and tech partners, rating each Use Case in outline format, with regard to potential ethical 
difficulties.  

The two Use Case examples in question were rated as having high ethical difficulties (on a simple scale 
of low, medium, high). 

For Use Case example #2, recommendations and the reasoning (i.e. ethical issues) behind them were 
also sent to the responsible persons for the respective industrial partner. One of the recommendations 
(see above) was that Use Case example #2 be delayed until the key issue to be addressed by the Use 
Case was clarified.  

The tech and industrial partner leaders then discussed the Use Cases, together and internally, in order 
to make a selection from among the Use Cases offered.  

As a result of this discussion, Use Case #2 was not chosen to develop in the project (among others), 
despite it being initially designated as one of the most important by the respective industrial partner. 
The serious consideration of our recommendations by both industrial and tech partner leaders was 
much appreciated. Going forward we hope to get informal feedback on how our ethical reasoning and 
recommendations are used in other development decisions within the project. This will help us improve 
out working method. 

We have also observed that the tech partners do indirectly have a feel for the ethical issues, even before 
seeing our ethical recommendations. They have a sense of the difficulties involved in the human aspect 
when, e.g. the role of the operator in the Use Case is not well clarified. If they have a choice, they tend 
to prefer Use Cases where the role of the humans is – or seems – clearer, or where human involvement 
is minimal (the exception is where the tech partner is specifically contributing unavoidably human 
related technologies, such as human-machine interfaces).   

This observation was based on the fact that before the ethics team had submitted our own summary or 
recommendations to be considered, the Use Cases in which most tech partners indicated the least 
interest in their outline submissions of interest, were those that the ethics team subsequently highlighted 
as having the highest ethical difficulties.     

If this informal observation bears out, then in one sense this is not a good thing because it is a negative 
reaction, despite being a quite natural one, i.e. extensive human involvement in a work context makes 
it more complex, potentially dangerous, and difficult to address easily and efficiently from a technical 
perspective.  

In another sense it is promising insofar as it leaves an opening for better ethical discussion with the 
tech partners on the basis of a sense of the ethical issues at stake being a-priori recognized as 
essentially human centred. If we can bring into the discussion the question: “how does the human 
aspect in this context make a technical development and integration of the AI service more difficult for 
you as tech partner to carry out?” then we can go on to suggest ways to address those difficulties, 
rather than simply pushing on with deliberate blindness to the fact that in fact humans are always 
involved and that technological developments are always human creations first.  

5.2 Human-machine interaction, AI-Proficient Strategy for Going 
Forward 

The Covid-19 pandemic has had some negative impact upon the efforts of the ethics team, e.g., a 
number of expected in-situ visits to experience the physical work environment and current human-
machine interfaces of the operators in the Use Cases have not been possible for the most part (Only 
two short meetings have been done in the CONTI and INEOS Geel sites at the end of 2021). The 
restrictions of lockdowns and general misunderstandings caused by lack of in person meetings also 
makes ethics discussions somewhat more difficult. We have done our best under the circumstances.   
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The AI-Proficient project is an ongoing process with different partners engaging in different parts of the 
process. The engagement of the UL ethics teams is no different. The ethics contribution is an ongoing, 
evolving, and dynamic process of which the Deliverable 1.2 can only be a momentary ‘snapshot,’ and 
this should be remembered. 

Our strategy going forward will be to continue applying our own understanding of Ethics by Design, as 
a continual and evolving process of discussion, questioning, reflection, recommendations to guide 
development, and assessment of results.  

Detailed written ethical recommendations were made – or are in process of being made – to the 
manufacturing partners, as private documents, for every Use Case. The latter could not be presented 
to the same level of detail in Deliverable 1.2, which is a public deliverable, due to legal and privacy 
constraints. As choices are made regarding the development of the desired AI integrations, we will 
continue to make further private recommendations, or modify those already made, both to the 
manufacturing partners and to the tech partners.   

The focus will turn much more toward the design choices of the tech partners as they develop the AI 
services needed for each Use Case. We intend to initiate special Q&A and discussion sessions with 
those partners, to attend any design related meetings that are open to us, to make recommendations 
to them regarding human friendly interface choices, explainability, transparency, etc. 

Further research in the current scientific literature on the more programming oriented ethical aspects of 
the project’s AI development are envisioned.  

Another part of our strategy going forward will be to try to better establish the wishes of all parties, which 
includes in particular understanding the viewpoint of the employees at the ‘shop-floor level.’ The 
external input from members of INRS mentioned above have given us insights into how to approach 
these employees in order to address their concerns, e.g., in questionnaire design, which the timeline of 
WP 1.2 did not allow for.  
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