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A B S T R A C T

Although the maturity of technologies based on Artificial Intelligence (AI) is rather advanced nowadays, their
adoption, deployment and application are not as wide as it could be expected. This could be attributed to many
barriers, among which the lack of trust of users stands out. Accountability is a relevant factor to progress in
this trustworthiness aspect, as it allows to determine the causes that derived a given decision or suggestion
made by an AI system. This article focuses on the accountability of a specific branch of AI, statistical machine
learning (ML), based on a semantic approach. FIDES, an ontology-based approach towards achieving the
accountability of ML systems is presented, where all the relevant information related to a ML-based model
is semantically annotated, from the dataset and model parametrisation to deployment aspects, to be exploited
later to answer issues related to reproducibility, replicability, definitely, accountability. The feasibility of the
proposed approach has been demonstrated in two scenarios, real-world energy efficiency and manufacturing,
and it is expected to pave the way towards raising awareness about the potential of Semantic Technologies in
different factors that may be key in the trustworthiness of AI-based systems.
1. Introduction

Despite the fact that Artificial Intelligence (AI) is a field that has
reached an advanced stage of maturity nowadays, its adoption, de-
ployment and application is not as wide as it could be expected [1].
This could be attributed to many barriers such as cultural, economic,
technical and social [2,3] . As for the latter, the lack of trust of potential
end users in AI systems is remarkable [4,5]. As a matter of fact, there
are many concerns that derive from this lack of trust, such as potential
safety issues that may lead to harm humans [6,7] and biases towards
the penalisation of certain social groups [8–10]. However, this lack of
trust, if carefully managed, can be overcome, thus contributing to the
acceptance of AI systems [3].

AI trustworthiness can be defined as ‘‘the extent to which a user is
confident in, and willing to act on the basis of, the recommendations,
actions, and decisions of an artificially intelligent decision aid’’ [11].
There are many factors that affect this lack of trust [12,13], includ-
ing explainability. This factor has been addressed by the so-called
eXplainable Artificial Intelligence (XAI), which refers to the ‘‘tech-
niques that enable human users to understand, appropriately trust, and
effectively manage the emerging generation of artificially intelligent
partners’’ [14]. XAI was intensively studied from the 1970s to the
1990s [15], although a resurgence of the topic has been seen recently
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due to the current technological advancements in various disciplines of
AI [16].

Explainability is necessary but far from sufficient for achieving
trustworthiness in AI systems. In order to do so, not only should the
developed AI systems be explainable, but also accountable [17,18]. As
a matter of fact, the ability to hold them accountable by explaining
their inner workings, their results and the causes of failure to users,
regulators and citizens, is critical to achieve trust [19].

Accountability can be defined as the ability to determine whether
a decision was made in accordance with procedural and substantive
standards and to hold someone responsible if those standards are not
met [18]. This means that, with an accountable AI system, the causes
that led to a given decision can be discovered, even if its underlying
model’s details are not fully known or must be kept secret. In other
words, the person, group or company in charge of the AI system would
be able to answer questions that are related, not only to the obtained
outputs (e.g. what the output result is or when the output is generated),
but also to the AI procedures that led to such outputs (e.g. which data
set(s) are being used to train the AI system or how well the AI system
performs in terms of accuracy).

Nevertheless, the information needed to answer these questions is
hardly ever accessible in a straightforward way [20]. This information
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is often scattered across multiple files, repositories and systems and, in
the worst-case scenario, is not even registered. That means that, if the
person, group or company dealing with the AI system wanted to answer
the aforementioned questions, it would be a very time-consuming task,
as they would have to be an expert or have the help of experts in
different frameworks, systems, data models, repositories and query
languages. Therefore, the regular performance of these accountancy
tasks, thus, would be infeasible.

Taking the above into account, it seems reasonable to consider that
the adequate representation of data, processes and workflows involved
in AI systems could contribute to make them accountable in an easier
and systematic manner. There is a variety of technologies that offer
conceptual modelling capabilities to describe a domain of interest, but
only ontologies combine this feature with Web compliance, formality
and reasoning capabilities [21].

Since AI is a field that comprises a variety of disciplines ranging
from natural language processing to knowledge representation [22],
this article focuses on a specific branch: statistical machine learn-
ing (ML, from now on). FIDES, an ontology-based approach towards
achieving the accountability of ML systems, is proposed. The approach
relies on annotating all the relevant information related to a ML-
based model semantically, from the dataset and model parametrisation
to deployment aspects, according to FIDES ontology, to be exploited
later on to answer issues related to reproducibility, replicability, in
summary, accountability aspects.

The rest of the article is structured as follows. Section 2 presents the
related work. FIDES, the proposed semantic approach, is described in
Section 3, demonstrated through a energy efficiency and two manufac-
turing real-world scenarios in Section 4, and evaluated and discussed
in Section 5. Finally, conclusions of this work are shown in Section 6.

2. Related work

Although the usage of Semantic Technologies towards the achieve-
ment of trustworthy AI has been researched in the literature, their full
potential is yet to be exploited.

To the extent of knowledge of the authors so far, the main focus
of the usage of Semantic Technologies has been placed on explainabil-
ity [23–26], although accountability is considered a key requirement
that should be met to achieve trustworthy AI systems [27,28]. Thus,
this section will refer to both aspects, although the focus in this paper
is directed towards accountability.

As for explainability, [29] provide a literature-based overview of
the usage of Semantic Technologies alongside ML methods in order to
facilitate their explainability. According to this source, the main role of
Semantic Technologies is, on the one hand, to make neural networks
explainable and, on the other, to create explainable embeddings with
knowledge graphs. As for the domains of application, the healthcare
domain has attracted a lot of attention, although they are also present
in the entertainment or commercial fields.

In [30], it is stated that semantic representations for explainabil-
ity can evolve from existing representations for provenance and con-
text. Therefore, the strengths of the Semantic Web, coupled with ML
methods, would be a significant contributor to hybrid explainable AI
systems.

In [31], the Explainable ML ontology to represent explainable ML
experiments is presented, enhancing a better understanding of the ML
process while improving its explainability. More specifically, this work
focuses on a post-hoc approach that represents relevant information
about the whole ML-based model development, such as, the data used
to train (including details on pre-processing), the selected algorithm
or the evaluations, and its output. This ontology covers many critical
accountability aspects, including the ones noted above. However, due
to its orientation towards explainability, there are some aspects that re-
main unaddressed, like the knowledge on development and deployment
environments.
2
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In terms of accountability, [32] makes a first contribution on the
usage of ontologies to support the accountability of ML systems, propos-
ing a method that allows to know which predictive model was respon-
sible for making a given forecast, but also to understand where such
forecasts come from — that is, which is their underlying rationale.
However, many fundamental aspects that could contribute to making
ML systems accountable remain unaddressed, such as the description
of the procedure followed to develop the ML-based models, even the
examination of their correct functioning [33].

There are other recent works based on Semantic Technologies that
deal with accountability aspects, but are more focused on supporting
the definition and management of accountability plans – including rel-
evant accountability information –, although limited to the design stage
of AI systems [34] or, in the case of [35], on the data accountability
through the WellFort approach. This approach provides a semantic-
enabled architecture for auditable, privacy-preserving data analysis
through a secure storage for users’ sensitive data with explicit consent
and the collection of sufficient information in an automated way to
support auditability at the same time.

All this evidence reinforces the hypothesis that Semantic Technolo-
gies could play an important role in achieving trustworthy AI systems
in general and in solving the accountability challenge for ML systems
in particular in all stages: from design to exploitation in production
environments.

3. FIDES: Making machine learning systems accountable

Towards the achievement of accountable ML systems, this arti-
cle presents FIDES.1 FIDES is a framework that leverages ontologies
for representing, structuring and setting formal relations among the
procedures for developing and deploying ML-based models and the
estimations obtained from those models . In this sense, end users
are thus provided with all the necessary mechanisms to easily deal
with accountability-related issues regarding ML-based models in all
stages, starting from the generation of relevant accountability-related
information to model exploitation.

The core element of FIDES is the FIDES ontology, which enables
the representation of all the relevant aspects of ML-based models for
their accountability in a human- and machine-readable format. Fur-
thermore, it adds reasoning capabilities for the exploitation phase of
this model-related data.

3.1. FIDES ontology

The FIDES ontology aims to be a representational framework that
ensures and enhances the accountability of ML-based models to, on the
one hand, easily identify the potential causes of undesirable outcomes
of AI systems and, on the other, the evaluation and assurance that AI
systems are legally, ethically and technologically robust while respect-
ing democratic values, such as, human rights and the rule of law, as
requested by the EU Artificial Intelligence Act.2

For developing the FIDES ontology, the Linked Open Terms (LOT)
methodology has been used. This methodology follows two main steps
for development – requirements specification and implementation –, along-
side two additional steps for ensuring the ontology’s publication and
maintenance aspects. The aim of the requirements specification process is
to state why the ontology is being built and to identify and define the
requirements the ontology should fulfil. Taking as input the documenta-
tion and data provided by domain experts and users, a set of ontological
requirements – written in the form of competency questions (CQs) or
statements – is generated by the ontology development team. In the

1 Fides was the Roman goddess of trust.
2 https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:

2021PC0206&from=EN

https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
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implementation stage, the ontology is built using a formal language
according to the requirements identified by the domain experts, while
emphasizing on the reuse of existing ontologies whenever it is possible.
In this phase, an evaluation of relevant aspects of the ontology, such
as, its syntax, modelling and semantics, along with a revision on how
the ontology fulfils all the requirements, is also performed. The publi-
cation process aims to ensure that the ontology is accessible through
both human-readable, comprehensive documentation and a machine-
readable format from its URI and, finally, the maintenance phase ensures
that the ontology is updated when new requirements appear or errors
are identified.

3.1.1. FIDES ontology requirements
The FIDES ontology envisions the representation of three main

knowable topics for ensuring the accountability of ML-based models:
the procedure followed to construct a ML-based model, the deployment
aspects to put it into production and the estimations made by the ML-
based model itself. To formalise the information requirements for each
knowable topic (as proposed by LOT), a set of CQs was defined by a
team of 4 data scientists, experts in ML-methods, and 2 ontologists.

For the procedure followed to construct ML-based model for making
forecasts, the team established that the relevant information could
be divided in, on the one hand, the information regarding the data
used to train the ML-based model and, on the other, the information
concerning the details of the procedure implemented by the ML-based
model. More specifically, the latter deals with the characterisation of
the training data in terms of features such as the amount of data
used, the dependent and independent variables considered or statistical
characteristics (e.g. the variance, mean or median of the data). Some
CQ examples on this topic are listed below.

• Which is the quality and frequency of a given model’s training
data?

• Which is the number of observations used for the training of a
given model?

• When was the last data point collected within a given model’s
training data?

Regarding the ML-based model’s procedure details, information
related to the algorithm used and its hyperparameters was identified
as relevant, as well as the performance assessed in development time.
This can be procured by CQs such as the following:

• Which is the base algorithm of the ML-based model?
• Which are the hyperparameter values of the ML-based model?
• Which is the validation metric used and its value (e.g. Which is

the root-mean-square error (RMSE) of the ML-based model?)

For the second knowable topic, the deployment aspects, the team
stablished that the characteristics of the server where the model is
eployed and the model’s strategy for execution triggering and result
torage are crucial for accountability purposes. The following CQs are
set of examples related to this topic:

• Which is the operative system of the deployment server?
• Where are the estimations (derived from the ML-based model

executions) stored?
• How is the model triggered, on event or under request?

For the last topic, the estimations made by a ML-based model, the
eam determined that both the details of the estimation and when did
t occur should be available. The following CQs are some examples in
his regard:

• Which is the value of a given estimation?
• When was a given estimation generated?
• What is the estimation’s error metric/value?
3

After several rounds, a total of 37 CQs – a set of 28 CQs for model
development procedures, 4 for the deployment aspects and 5 CQs for
the estimations part – were established as the starting CQs set. The
complete list can be consulted in Appendix B.

3.1.2. FIDES ontology implementation
Starting from the 37 CQs from the requirements specification step, a

list of 20 terms was created to represent the main concepts that should
be present in the FIDES ontology. The terms are listed below.

• Software
• Version
• Creator
• Contributor
• Docker container
• Source
• Feature
• Response feature
• Run
• Input

• Dataset characteristic
• Operating System
• Procedure
• Triggered on
• Stores
• Prediction value
• Prediction error value
• Generation time
• Temporal context
• Result

Considering those terms, and following the ontology reuse
best practices in [36], the research for potential ontologies to
be reused was carried out by consulting different resources: the
LinkedOpenVocabularies(LOV) and LOV4IoT ontology catalogues and
the Google Scholar and ScienceDirect research databases. The approach
for selecting the potential ontologies to be reused was inspired by the
Ontological Resource Reuse Process [37], and the following set of
ontology quality criteria defined by [38] were followed:

• Having an explicit license that specifies that they can be used and
under which conditions.

• Having enough documentation to understand the ontology pur-
pose, domain and fundamentals, and determine whether it de-
scribes this domain appropriately or not.

• Having a minimum metadata to help human users and com-
puter applications understand the data as well as other important
aspects that describe a data set.

Ontologies for Estimations and Procedures
Currently, there are many ontologies that could be used for rep-

resenting events or activities, the result of which is an estimate of the
value of a quality of a feature of interest that is obtained using a specific
procedure.

A thorough analysis of ontologies covering such a domain can be
found in [38], and it has been observed that the SOSA/SSN ontology,3
proposed by [39,40], may be one of the most appropriate ontologies for
representing forecasts due to its comprehensive documentation, com-
plete metadata and alignments to related domain ontologies. However,
SOSA/SSN ontology’s admission of different models to represent the
same state of affairs may derive in interoperability problems [41] and,
therefore, was discarded for the FIDES ontology.

Instead, the EEPSA ontology,4 proposed by [42], was selected to
be reused, as it was developed on the basis that a proper axiomati-
sation shapes the set of admitted models better and, thus, establishes
the ground for a better interoperability. Although being developed
for supporting a data analyst assistant in energy efficiency and ther-
mal comfort problems in buildings [43], the backbone of the EEPSA
ontology is defined as a combination of three Ontology Design Pat-
terns (ODP) — the AffectedBy ODP,5 the Execution-Executor-Procedure

3 http://www.w3.org/ns/ssn
4 http://w3id.org/eepsa
5
 https://w3id.org/affectedBy

https://lov.linkeddata.es/dataset/lov/
https://lov4iot.appspot.com/
http://www.w3.org/ns/ssn
http://w3id.org/eepsa
https://w3id.org/affectedBy
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Fig. 1. The main classes and properties of the AffectedBy and EEP ODPs used for the annotation of forecasts.
Fig. 2. The main classes and properties of the ML-Schema used for the annotation of predictive models.
(EEP) ODP6 and the Result-Context (RC) ODP7– that can be used
as basic building blocks to address similar problems in different do-
mains, dealing with estimations of qualities of some features of interest
following specific procedures.

More specifically, the AffectedBy ODP defines two classes repre-
senting features of interest (aff:FeatureOfInterest) and their qualities
(aff:Quality) and three object properties: aff:belongsTo, aff:affectedBy
and aff:influencedBy to indicate the relations among both classes. This
ODP is imported into the EEP ODP (a graphical representation of the
interactions between both ODPs can be seen in Fig. 1), which de-
fines three more classes: eep:Execution, eep:Executor, and eep:Procedure
for representing events (equivalent to an estimation action), agents
(comparable to a ML-based model) and procedures (development and
deployment aspects) in charge of estimating the values upon a quality
of a feature of interest, respectively. Finally, the RC ODP aims to
represent the results of the executions defined in the EEP ODP as well
as their contexts.

These three ODPs are published in the ODP repository Ontology-
DesignPatterns.org8 and they are available online with a CC-BY 4.0
license. They have a well-presented documentation, careful metadata
with explanatory descriptions of the intended meanings of their terms,
and alignments to other domain ontologies such as the SOSA/SSN
ontology or W3C’s PROV-O ontology9 to ensure clarity in modelling and
avoid errors that may have unintended reasoning implications [44].
Hence, the ontology quality criteria established in Section 3.1.2 are
satisfied.

Ontologies for the Machine Learning Domain
The existing ontologies in the ML domain and, more specifically,

for the development and deployment aspects of ML-based models are
not as abundant as for the previous topic. Nevertheless, there are

6 https://w3id.org/eep
7 https://w3id.org/rc
8 http://ontologydesignpatterns.org/
9 https://www.w3.org/TR/prov-o/
4

still some ontologies that cover ML experiments and different areas
of data mining, such as the OntoDM-core ontology described in [45]
or the DMOP ontology presented in [46]. However, there is a gap
between these ontologies that would affect the interoperability between
both. Towards reducing such a gap and achieving a higher level of
interoperability among those resources, the ML-Schema ontology10 [47]
was developed within the W3C Machine Learning Schema Community
Group.11 This ontology, the main classes and relationships of which can
be seen in Fig. 2, includes resources to describe, on the one hand, the
data used as input and their characteristics and quality and, on the
other hand, the implementations, algorithms used to develop models
and their hyperparameters. Furthermore, the developed models, their
characteristics and the evaluation obtained in the training phase can
also be represented with this ontology. ML-Schema is published in
the LOV catalogue and it is available online with a W3C Community
Contributor License Agreement. Although according to the guidelines
proposed by [48],12 the metadata associated to the resources described
in the ontology are incomplete,13 impacting in the reuse of the ontology
negatively, it has a complete documentation page that softens this issue.

Considering the remarks above, ML-Schema allows to specialise the
generic procedures in EEP for the ML domain – which is of special
relevance in the context of FIDES – and, for this reason, this ontology
was finally selected to be reused for the FIDES ontology.

To sum up, the ontologies leveraged by the FIDES ontology for the
representation of the relevant information are, on the one hand, the Af-
fectedBy, the EEP and the RC ODPs for estimations and generic aspects
about how they have been obtained and, on the other hand, ML-Schema
for representing more detailed procedures for ML-based models. The
alignment between these ontologies is rather straightforward thanks to
their design with a view to be easily extended and complemented with

10 http://www.w3.org/ns/mls
11 https://www.w3.org/community/ml-schema/
12 The most complete ontology metadata guidelines to date.
13 An issue related to this matter is opened at the moment of writing this

article in https://github.com/ML-Schema/core/issues/25.

https://w3id.org/eep
https://w3id.org/rc
http://ontologydesignpatterns.org/
https://www.w3.org/TR/prov-o/
http://www.w3.org/ns/mls
https://www.w3.org/community/ml-schema/
https://github.com/ML-Schema/core/issues/25
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Fig. 3. FIDES ontology excerpt.
other ontological resources. As a matter of fact, two RDF triples suffice
to integrate the aforementioned ontologies:

mls:Process ⊑ eep:Procedure

where the ML-Schema’s mls:Process class is defined as a subclass of EEP
ODP’s eep:Procedure class, and

mls:Model ⊑ eep:Executor

where the ML-Schema’s mls:Model class is defined as a subclass of EEP
ODP’s eep:Executor class.

With these resources, an important part of the necessary concepts
and relations for the FIDES ontology were covered. As for the necessary
classes or properties that were not covered by the selected ontologies,
those were modelled and properly described in the FIDES ontology. The
result is an ontology with 43 classes, 32 object properties and 34 data
properties. An excerpt can be seen in Fig. 3.

Once the FIDES ontology was complete, it was evaluated with
OOPS! [49] and FOOPS! [50] to monitor potential pitfalls and to
determine its FAIRness, respectively. In both cases, the results obtained
were positive, as no pitfalls were detected by OOPS!14 and the score
obtained in FOOPS! was a 73%.15

The FIDES ontology, along with its documentation, is available
in https://w3id.org/fides, and it has been submitted for revision to
be included in LOV. For the generation of the documentation, the
WIDOCO [51] tool was used.

3.2. FIDES at a glance

With the FIDES ontology as core component, this semantic approach
consists of three phases: (i) ML-based model development and deploy-
ment, (ii) information regarding semantic annotation and storage and
(iii) data exploitation. The first phase is related to the development of
the ML-based model that will solve the problem at hand, which will be
deployed to get the desired estimations. For a proper development of
ML-based models, the data scientist, depending on the type of the prob-
lem to address and the quality and the amount of data available, should
test different algorithms with the adequate fine-tuning of their hyper-
parameters and select the optimal configuration for the given problem
and context. All this parametrisation and configuration information,
together with the estimations that the model will be providing in the
production environment and the corresponding contextual information,
such as, the time when the estimation was produced, is crucial for the

14 In fact, the tool returns a critical pitfall which is detected by an external
tool that, in this case, is a false positive.

15 This score will substantially improve when the ontology is published in
the LOV repository. At the moment of writing this paper, FIDES has been
submitted for revision.
5

accountability of the models, as it has been shown in the CQs described
in Section 3.1.1.

For that matter, the second phase is in charge of, on the one hand,
semantically annotating the relevant information collected during the
first phase according to the FIDES ontology and, on the other hand,
publishing it in an RDF store to be accessible for its later exploitation.
For FIDES, Openlink Virtuoso16 is the selected repository for the storage
of semantic information.

Each time a new model is created and deployed in a production
environment, a new RDF will be created and uploaded to the Virtuoso
repository. To automate this process as much as possible, and to make
the semantic representation issues transparent to data scientists, a
CSV template has been defined to gather the necessary accountability-
related information, which will be automatically translated to RDF
according to the FIDES ontology and published in the Virtuoso reposi-
tory through a Python service, as it is shown in Fig. 4. Thus, the only
task that data scientists must perform at this step is to provide for any
model its corresponding filled-out CSV. This could be done manually
or even through the ML-based model training script, according to the
expert preferences. More specifically, and regarding the latter, many
algorithm implementations (provided by different libraries in languages
such as R or Python) allow to easily export model-related information,
e.g., hyperparameters, which can be used to fill the CSV file. For
example, for the R language, a function that exploits the information
from the Caret package [52] has been implemented for this CSV data
exportation.

For the instantiation of the information related to the estimations,
a similar approach to the one for static information is followed: each
time an estimation is produced by the model, its details are dumped
into a previously-defined CSV template. By using a Python service, this
information will be automatically converted to RDF according to the
FIDES ontology and published in the Virtuoso repository, together with
the rest of the model accountability information.

Finally, in the data exploitation phase, end users are able to con-
sume the accountability information in the RDF repository through a
Graphical User Interface (GUI). This GUI makes use of a REST API that
includes methods that answer the main CQs identified by the experts in
the field, which in turn execute a set of predefined parametric SPARQL
queries over the Virtuoso endpoint, abstracting end users from the
underlying semantic query language. In order to simplify the REST
API, the different CQs have been grouped into 5 categories,17 which in
turn result in the same number of SPARQL queries that return all the
information related to that classification. Following these categories,

16 https://virtuoso.openlinksw.com/
17 The complete list of CQs and their corresponding category are detailed in

Appendix B.

https://w3id.org/fides
https://github.com/dgarijo/Widoco
https://virtuoso.openlinksw.com/
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Fig. 4. FIDES semantic annotation automatic process.
every SPARQL query has been encapsulated into a specific method in
the REST API, as well as the main functionalities in the GUI:

• Development . Details about the model development environment
and the developer.

• Model. Detailed information about the model and associated
parameters.

• Data. Information about the data used to train the model.
• Deployment . Model in production details.
• Execution. Model estimations including the corresponding con-

textual information.

A future version of the FIDES application will include a SPARQL
endpoint for advanced users, giving the possibility of executing more
precise, specific SPARQL queries.

4. FIDES in use

In order to illustrate the validity of FIDES, it has been applied in a
real-world energy efficiency scenario and two manufacturing scenarios
in a plant of CONTINENTAL (that is, related to tire manufacturing):
obtaining information on when to restart an extrusion process (and
with which parameters) and finding the optimal moment for blade
replacement in cutting machines.

In the energy efficiency scenario, a predictive model that forecast
the electric demand of the next 24 h was developed for each of the
total of 122 residential and small commercial buildings involved, which
were located in the island of Lanzarote (Spain). Then, the generated
forecasts would be used as an input for an overall energy efficiency
solution, which is out of scope in this work.

As for the manufacturing scenarios, and as noted above, they are
related to extrusion processes. The extrusion process consists on mixing
a set of different materials, obtaining tire treads as a result. Every time
a process needs to be set up (due to the usage of new recipes or because
the process was stopped for some reason), it is necessary to bring the
production line back to an optimal production performance situation
for which some adjustments are required, which is known as the set-up
process. Until this production-ready point is reached, the tread that is
being produced tends to be of low quality and therefore not useful. With
this, the first model is aimed to identify the end of the set-up process
and/or the optimal point of production or readiness of the extrusion
process, while the second is intended to estimate the optimal values of
the parameters involved in supporting the adjustment.

The input information for these models includes different types of
data, such as the extrusion machine signals or the recipe to perform
the extrusion process, detailing the corresponding compounds and their
percentages. For the second scenario, the model to be developed was
intended to inform the operator about the optimal moment for a blade
change considering different parameters such as the number of cuts
done, the material and components to cut or signals coming from the
machine monitoring. The estimations obtained by all three models are
shown to the operators through different interfaces and formats (traffic
lights, control panels, etc.).
6

Regardless of the scenario, all these estimations had to be account-
able as it was an explicit requisite of the solutions they were part of.
With a classic approach, the information describing the relationship
between the ML-based models and the system to which they correspond
(building units for the energy efficiency scenario and the machine for
the manufacturing ones), in the best of cases, if it were to be collected,
would be stored in an Excel or similar file. As for the estimations,
since they are typically stored in relational databases, specific SQL
queries would be executed for their retrieval. Likewise, ideally, some
minor details of the ML-based models, such as its performance, would
be stored and updated in an Excel file as well. Finally, other model
information is rarely collected and, thus, different functions would need
to be executed, if known, in the development framework (R, Python,
etc.) over each of them to obtain this information.

Therefore, it is evident that achieving accountability in the de-
scribed scenarios is not a trivial task and that an approach supported
by technologies that enable the management of the semantics and
interrelationships of data, as well as the knowledge representation,
could ease this process. For this reason, FIDES was used. The following
sections describe the three phases of the FIDES approach followed for
these three scenarios.

4.1. First phase: ML-based model development and deployment

In this first phase, different teams of data scientists were involved
in the development of each ML-based model. For the energy efficiency
scenario and the second manufacturing scenarios (blade changing), the
R programming language was used, whereas for the extrusion process
set up scenario the language was Python. The selected algorithms for
the predictive models of the energy demand forecasts models were the
KNN algorithm of the caret 18 package, the Random Forest Classifier of
the Sci-kit learn package19 for the extrusion process set up and, finally,
for the estimation of the optimal time for blade replacement, a custom
implementation of the Constant Profile Usage algorithm [53].

The developed ML-based models for both scenarios have been ex-
ported in the form of R Data Serialisation (RDS) format for R and
pickle for Python files, and put into production in Docker20 containers,
including the corresponding Rserver and Python packages (RServer
3.2.5 for the first scenario, Python 3.6.13 for the second and Rserver
3.6.3 for the third). This development and deployment information has
been collected in the CSV file described in Section 3.2.

The deployed models are automatically executed for the energy
demand forecast scenario once a day, using periodical tasks executed
by a cron daemon process. As for the manufacturing scenarios, the task
is executed every second.

18 http://caret.r-forge.r-project.org/
19 https://pypi.org/project/scikit-learn/
20 https://www.docker.com/

http://caret.r-forge.r-project.org/
https://pypi.org/project/scikit-learn/
https://www.docker.com/


Journal of Web Semantics 79 (2023) 100808I. Fernandez et al.
Fig. 5. Simplified graphic representation of the triples representing the 02SX building unit’s electric consumption forecast.
Table 1
Results obtained after running the SPARQL query shown in
Listing 1, parameterised with the desired values.

?performanceMetric ?performanceValue

RMSE 242.03

4.2. Second phase: Semantic annotation and storage

Once all the ML-based models were developed and deployed in
their corresponding Docker containers, their corresponding RDF triples
were generated. This process was done automatically by taking as basis
the CSV file generated in the previous phase by the data scientists,
and the resulting RDFs were stored in the Virtuoso 8.3 repository, in
different graphs, one for each scenario. Likewise, each time an esti-
mation was generated, the corresponding CSV file was automatically
filled, converted to RDF triples and stored in the same repository in
the corresponding graph.

For the sake of demonstrating the semantic representation within
FIDES, let us consider the following simplified use case, related to
the energy efficiency scenario. A given predictive model was executed
on 2020/11/25 at 07:00 and forecast that the building unit 02SX
would have an electric consumption of 1,113 Wh on 2020/11/25
at 11:00. This predictive model was trained with 7,423 data points
collected from the 02SX building unit. The features of the training
set included, apart from the electric consumption, the hour when the
measurement was made, the weekday and whether it was a working
day or not. This predictive model was based on the KNN algorithm
implementation in R’s caret package, with the hyperparameter 𝑘 set to
7, and obtained an RMSE of 242.03 Wh.

The forecast has been defined as an instance of the eep:Execution
class. It has been made by (eep:madeBy) a given predictive model
(eep:Executor) and produced by (eep:usedProcedure), following a given
procedure represented as individual of the eep:Procedure class. The
properties defined in the RC ODP have been used for representing
the actual value of the forecast (rc:hasSimpleResult), the instant when
the forecast has been generated (rc:hasGenerationTime) and the time in
which the forecast is valid (rc:hasTemporalContext). Additionally, the
forecast has been related (via the eep:onQuality object property) with
the electric consumption of the building unit 02SX, represented as
an individual of the aff:Quality class (elecCons_02SX). Finally, this
quality belongs to (aff:belongsTo) the building unit 02SX, represented
as an individual of the aff:FeatureOfInterest class. The triples describing
the electric consumption forecast made for 02SX are represented in
Fig. 5.

Regarding the procedure used for obtaining such a forecast, it
has been represented as an individual of the mls:Run class, which is
7

a subclass of the broader mls:Process class. This procedure has exe-
cuted an R environment implementation (mls:Implementation) of the
KNN algorithm (mls:Algorithm) with the 𝑘 hyperparameter (mls:Hyper-
parameter) value set to 7. Additionally, the procedure has been related
to the data set used for the training process (mls:Dataset) via the
mls:hasInput object property. This data set’s features have been repre-
sented with individuals of the mls:DatasetCharacteristic class and linked
with the mls:hasQuality object property. Finally, the resulting predictive
model has been represented as an individual of the mls:Model class
and it has been related with the procedure that generated it via the
mls:hasOutput object property. Likewise, the predictive model’s evalu-
ation (mls:ModelEvaluation) has been specified by an individual of the
mls:EvaluationMeasure class (in this case representing the RMSE) via the
mls:specifiedBy object property, with a value mls:hasValue of 242.03
Wh. The predictive model and its features are characterised by the
triples represented in Fig. 6. In addition, the RDF triples representing
both the forecast and the predictive model’s procedure can be found in
Appendix A.

4.3. Third phase: Data exploitation

Once the estimations and details of the procedure used by the ML-
based models to generate forecasts are semantically annotated and
stored in the RDF Store, FIDES makes use of a GUI to let end users
interact with this information by using REST API methods to access to
the information stored in the corresponding Virtuoso graphs.

For a given graph, first of all, a list of all the systems with an
associated model is presented. For instance, in the energy efficiency
scenario, a list of all the participant building units is displayed, as
shown in Fig. 7. This list is automatically obtained by calling a REST
API method that executes a predefined SPARQL query.

To demonstrate the different data exploitation functionalities of-
fered by FIDES, let us consider the energy efficiency scenario and one
of the buttons in FIDES: Model. By using this button, as described in
Section 3.2, end users are able to obtain information about the model
and its parameter configuration.

Listings 1 and 2 show two examples of the parametric SPARQLs
executed when accessing the Model section through their corresponding
REST APIs. In the case of Listing 1, this SPARQL allows to obtain
the performance obtained in the training of the model. Thus, when
the Model button is clicked, the $FORECAST_QUALITY wild card is
automatically replaced with the forecast quality’s URI for the execution
of the query. For instance (and following the example of previous
sections), for the 02SX building unit the $FORECAST_QUALITY wild
card would be replaced with elecCons_02SX. The results of this
query would be the ones displayed in Table 1, showing that the RMSE
obtained when training the model is 242.03.
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Fig. 6. Simplified graphic representation of the triples representing the example scenario’s predictive model.
Fig. 7. FIDES GUI.
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PREFIX eep : <ht tp s : // w3id . org/eep#>
PREFIX mls : <http : //www.w3. org/ns/mls#>
PREFIX rd f : <ht tp : //www.w3. org/1999/02/

22−rdf−syntax−ns#>
PREFIX rd f s : <ht tp : //www.w3. org/2000/01/

rdf−schema#>

SELECT ? performanceMetric
?performanceValue

HERE {
? f o r e c a s t eep : onQuality

\$FORECAST_QUALITY ;
eep : usedProcedure ? procedure .

? procedure mls : hasOutput ?modelEval .
8

t

?modelEval rd f : type mls : ModelEvaluation ;
mls : spec i f i edBy ?performanceMetricURI ;
mls : hasValue ?performanceValue .

?performanceMetricURI rd f s : l abe l
? performanceMetric .

}

isting 1: SPARQL query for retrieving the performance obtained in
he training of the model that forecast a certain quality for a certain
nstant of time.

As for Listing 2, this query allows to determine which algorithm
as used for a certain forecast and its hyperparameters. Just like

n Listing 1, the $FORECAST_QUALITY wild card would be auto-
atically replaced with the corresponding value (which, again, for

he 02SX building unit example, would be :elecCons_02SX). As
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Table 2
Results obtained after running the SPARQL query shown in Listing 2,
parameterised with the desired values.

?algorithm ?hyperparam ?hyperparamValue

knn k 7

for the $FORECAST_QUALITY wild card, its value corresponds to
he forecast’s timestamp. The results obtained from this query are
hown in Table 2, which shows that, for the forecast_2020-
1125T1100_elecCons_02SX, the model used the KNN algorithm
with an hyperparameter k of 7.

PREFIX rd f s : <ht tp : //www.w3. org/2000/01/
rdf−schema#>

PREFIX eep : <ht tp s : // w3id . org/eep#>
PREFIX mls : <http : //www.w3. org/ns/mls#>
PREFIX rc : <ht tps : // w3id . org/ rc#>

SELECT ? algorithm ?hyperparam
?hyperparamValue

HERE {
? f o r e c a s t eep : onQuality

$FORECAST_QUALITY ;
rc : hasTemporalContext $FORECAST_TIME ;
eep : usedProcedure ? procedure .

? procedure mls : executes ? implementation .

? implementation mls : implements
? algorithmURI ;

mls : hasHyperParameter
?hyperparameterURI .

? hyperparameterSett ing mls : spec i f i edBy
?hyperparameterURI ;

mls : hasValue ?hyperparamValue .

? algorithmURI rd f s : l abe l ? algorithm .

?hyperparameterURI rd f s : l abe l
?hyperparam .

}

Listing 2: SPARQL query for retrieving the algorithm and hyperparam-
eters of the model that forecast a certain quality for a certain instant
of time.

Similarly, the rest of the CQs can be answered through the different
buttons of the GUI that, as it has been previously mentioned, call to the
corresponding REST API methods by implementing a set of predefined
parametric SPARQLs.

5. Evaluation

In order to assess the coverage of FIDES for supporting ML-based
systems accountability, a user study has been carried using as basis
the ML-based models for energy efficiency and manufacturing scenarios
described in Section 4.

Although the semantic approach in FIDES includes 3 steps, as
detailed in Section 3.2, in order to have a representative number of
users evaluating the approach, the focus of this work has been put on
FIDES’ third step, the data exploitation phase, which is the one giving
actual accountability support.

The aspects to evaluate in this user study were the system’s usability
(usability), the functions included (functionality) and the degree in
which the system simplifies its intended task (accessibility) . These
spects were assessed by the users themselves through a questionnaire,
s it will be detailed below.
9

o

The following lines will describe the experimentation in terms of its
ain characteristics, such as the type of participants or the tasks to be
erformed by each of them, along with the results obtained.

.1. Experimental setup

In this user study, the number of participants recruited was 12, as
t is considered an optimal number of participants to detect potential
ssues with the subject of study [54]. These subjects were considered
otential users of the application that integrates FIDES, such as, data
cientists, who were, in the end, professionals that dealt with Machine
earning systems on a daily basis. In fact, among these participants
ere the experts that helped define the CQs, since they may pro-
ide interesting insights on the possible limitations in the information
odelled and stored in the ontology.

In this group of participants, there were 5 men, 5 women, and 2who
id not disclose this information), with ages ranging from 22 to 52.
able 3 provides more information in this regard.

To perform the evaluation, each participant was presented a series
f six situations caused by an unexpected ML model behaviour (e.g. er-
ors or incorrect predictions). Examples (1) and (2) are two of those
ituations.

(1) The operator informs you that they are receiving a green code
from the model and, according to them, the process cannot be
started yet (Extrusion process scenario).

(2) The operator tells you that, after executing a series of recipes,
the blade wear index is low, and they consider that, in fact, the
blade needs to be changed (Blade changing scenario).

Given each situation, users were not required to solve the problem
resented, but to access, through the different sections of the FIDES
UI, the relevant accountability information of the model causing the
rovided situation to be able to diagnose its origin, as FIDES is assumed
o be able to provide all the necessary information to do so.

After finishing their designated tasks, each user was provided a
uestionnaire in a digital form. This questionnaire consisted of 4 ques-
ion blocks. The first one was a series of demographic non-mandatory
uestions (i.e., age and gender). The second one included 11, 5-point-
ikert scale-based questions, 10 of which correspond to the System
sability Scale (SUS) [55] (to evaluate usability) and 1 was generated

or this experimentation to evaluate accessibility. The third block of
he questionnaire included a yes/no question to determine whether
sers missed any functionalities when using the system. If users an-
wered positively, an additional free-text question appeared so users
ould specify which functionalities considered necessary to implement.
inally, the fourth block was intended as a space for users to include
ny additional comments or remarks.

.2. Results

As it has been pointed out previously, the results obtained from the
ser study will be reported according to the following three different
erspectives: usability, accessibility and functionality.

.2.1. Usability and accessibility
As noted earlier, the usability of FIDES has been measured with

he SUS [55] questionnaire, and an additional question in the same
ormat has been added for accessibility. The SUS questionnaire consists
f ten questions where participants are asked to score them with one
f five responses that range from Strongly Agree (5 points) to Strongly
isagree (1 point). It allows to evaluate a wide variety of products and
ervices, including hardware, software, mobile devices, websites and
pplications, and it has become an industry standard. Furthermore,
mong its characteristics, it combines questions with positive (odd
uestions) and negative (even questions) connotations, as it can be
bserved in Examples (3) and (4):



Journal of Web Semantics 79 (2023) 100808I. Fernandez et al.

b

n
l
e
r
a
p
b
i
a
c
c
m
f

s
t
1
Q
a
i
t
i
s

p
r

Table 3
Demographic data for participants in the guide user study. (a) Gender information. (b) Age
information.

Gender

M 42%
F 42%
N/D 16%

Age

22–34 42%
35–44 33%
45–52 16%
N/D 8%
Fig. 8. Results obtained for the SUS questionnaire in the user study. Note that odd
questions have a positive connotation (i.e. the higher the score the better) and even
questions have a negative connotation (i.e. the lower the score the better).

(3) I think that I would like to use this system frequently. (Q1) →
Positive connotation

(4) I found the system unnecessarily complex. (Q2) → Negative
connotation

Regarding usability, the average score obtained in the user study has
een 7521 –that corresponds to a B grade [56]–, which indicates that in

general the experience of using FIDES is good. To provide more detailed
results, Fig. 8 includes the results obtained for each of the questions in
the questionnaire. As for the most appreciated aspects, users consider
the system easy to use (Q3, 4.17 points on average), that its usage can
be learned quickly (Q7, 4.17 points on average), that it is consistent
(Q6, 1.58 points on average) and that it is not cumbersome to use (Q8,
1.67 points on average).

As for the variability of the user responses, Q3, Q4 (regarding the
eed of a technical person to use FIDES), Q7 and Q10 (the need of
earning a lot in order to use the system) have obtained the high-
st standard deviation (SD), with values of 1.11, 1.31, 1.19 and 1,
espectively. This observation is also supported in Fig. 8, as Q3, Q4
nd Q7 present outliers in their respective extreme points and Q10
resents responses in all the points in the scale. This behaviour may
e justified by the duality of the questions, as these questions can be
nterpreted as referred to the system per se (that is, the usability of the
pplication) and to the information provided by FIDES. This conclusion
an be reached considering some of the comments from the users, that
onsidered that FIDES is easy to use, but also consider that its content
ay be complex to understand to people who are not experts in the

ield or that are not tightly related to the use case.
Finally, in terms of accessibility, the provided question aimed to as-

ess whether FIDES helps potential users to save time when performing
heir tasks. The average score for this question was 3.33, with a SD of
. These results can be better interpreted by observing the box plot for
11 in Fig. 8, in which it can be seen that the median of the results is 4
nd that a 75% of the responses is also 4 (marked by the third quartile
n the box plot), meaning that, although the average score may indicate
hat the overall impression is neutral regarding accessibility, the results
n the box plot show that in fact most users are fairly satisfied with the
ystem in this regard.

21 Out of 100 maximum points. However, note that SUS scores are not
ercentages but more of percentile scores. Thus, the score in this user study
emains at the 75th percentile.
10
5.2.2. Functionality
Besides SUS, the questionnaire provided to the participants of the

user study included a question to determine if users missed any func-
tionalities in FIDES. A 67% of the users considered that that was not
the case, which hints that the overall impression in this matter is good.
As for the remaining 33% of users, the main comments can be classified
into three main categories: information, design and general comments.

The category that included more insights was the information one.
In this category, users missed the following information:

• Values of each of the input variables of the model for each
estimation.

• Means to access training data — as long as it is not confidential
(e.g. a link to the training data location).

• Deployment status (i.e. whether the deployment of the model is
running or not or even if it has encountered an error).

• Explanations for elements such as variables or metrics.

Further versions of FIDES will include this information, as well as
the knowledge in the ontology for that matter.

As for design, users were mostly concerned about how information
was arranged in the interface. One possible solution to explore is to
provide users the possibility of arranging the columns that appear in
FIDES GUI.

Finally, the general comments considered the model information in
FIDES (Model tab) comprehensive, and FIDES as an easy-to-use solution
that provides a fast access to relevant information for the accountability
of ML models. As it can be seen, this comments are also in line with
the positive results obtained in the SUS questionnaire.

6. Conclusions

Nowadays, the current adoption, deployment and application of AI
systems is not as wide as it could be expected, mainly due to a lack
of trust from users. In this context, there are some scenarios where
certain legal, ethical and technological compliance requirements must
be satisfied, and the potential causes that may lead to undesirable
outcomes must also be identified.

To address these needs, to hold ML systems accountable and, in the
end, to contribute to overcome adoption barriers related to AI systems,
this article has presented FIDES. FIDES is an ontology-based framework
for representing, structuring and setting formal relations among the
models and the forecasts that conform a traditional, statistical ML-based
system, and provides end users with the necessary means to exploit
this knowledge for answering relevant questions for making such a
ML system accountable. Furthermore, following the Semantic Web best
practices, FIDES reuses existing quality ontologies.

The validity of FIDES has been demonstrated in two real-world
scenarios: an energy efficiency scenario and two manufacturing sce-
narios. From the results obtained on the user study carried out for its
evaluation, it can be concluded that the overall usability of the system
is good, that the current functionalities may satisfy most potential users’
requirements, and that the access to the information needed for holding
systems accountable is much more straightforward compared with a
traditional approach. This user study has also helped identifying the
limitations of FIDES, such as the information displayed or its design,

which will be carefully analysed for their correction in future versions.
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The potential of Semantic Technologies to fill existing gaps and ad-
dress unsolved challenges towards trustworthy AI is high, even though
it is an area that is not fully exploited yet. The contributions pre-
sented in this article aim to, on the one hand, pave the way for
future research in the usage of ontologies for holding AI systems
accountable and, on the other, raise awareness about the possibilities
of Semantic Technologies in the different factors that may contribute to
achieving trustworthy AI systems. Therefore, apart from accountability,
the research in Semantic Technologies as a whole for solving other
related factors such as fairness, explainability or transparency is also of
interest, and they should receive a bigger attention from the semantic
web community.
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Appendix A. RDF examples

This appendix shows the RDF representation of the energy scenario
examples used in the article. For the sake of understandability, the
Turtle serialisation format has been used.

@prefix : <http : // example . com/> .
@prefix a f f : <ht tp s : // w3id . org/ af fec tedBy#> .
@prefix eep : <ht tps : // w3id . org/eep#> .
@prefix rd f : <http : //www.w3. org/1999/02/22− rdf−syntax−
ns#>.
@prefix rd f s : <http : //www.w3. org/2000/01/ rdf−schema#> .
@prefix rc : <ht tp s : // w3id . org/ rc#> .
@prefix time : <http : //www.w3. org/2006/ time#> .
@prefix xsd : <http : //www.w3. org/2001/XMLSchema#> .

: bui ldingUnit _02SX rd f : type a f f : Fea tu reOf In t e r e s t .
: elecCons_02SX rd f : type a f f : Qual i ty .
: forecast_20201125T1100_elecCons_02SX rd f : type
eep : Execution .
: fo recas te r _02SX rd f : type eep : Executor .
: process_02SX rd f : type eep : Procedure .

: elecCons_02SX a f f : belongsTo : bui ldingUnit _02SX .
: forecast_20201125T1100_elecCons_02SX eep : onQuality
: elecCons_02SX ;

eep : madeBy : forecas te r _02SX ;
11
eep : usedProcedure : process_02SX ;
rc : hasGenerationTime "2020−11−25T07 : 0 0 " ^ ^ xsd
: dateTime ;
rc : hasTemporalContext "2020−11−25T11 : 0 0 " ^ ^ time
: TemporalEntity
rc : hasSimpleResult "1113 Wh" ^ ^ r d f s : L i t e r a l .

Listing 3: RDF representation of the energy scenario’s forecast.

@prefix : <http : // example . com/> .
@prefix mls : <http : //www.w3. org/ns/mls#> .
@prefix rd f : <http : //www.w3. org/1999/02/22− rdf−syntax−
ns#> .
@prefix rd f s : <http : //www.w3. org/2000/01/ rdf−schema#> .
@prefix xsd : <http : //www.w3. org/2001/XMLSchema#> .

: process_02SX rd f : type mls : Run ;
mls : executes : r_knn_02SX ;
mls : hasInput : inputData_02SX ;
mls : hasOutput : model_02SX ;
mls : hasOutput : modelEvaluation_02SX_metric .

: r_knn_02SX rd f : type mls : Implementation ;
mls : implements : care t _knn ;
mls : hasHyperParameter : r_knn_k_02SX ;

: care t _knn rd f : type mls : Algorithm ;
rd f s : l abe l " knn " ^ ^ xsd : S t r ing ;
r d f s : comment " k−Nearest Neighbors " ^ ^ xsd : S t r ing .

: r_knn_k_02SX rd f : type mls : HyperParameter ;
r d f s : l abe l " k " ^ ^ xsd : S t r ing .

: r _knn_k _7 rd f : type mls : HyperParameterSett ing ;
mls : spec i f i edBy : r_knn_k_02SX .
mls : hasValue " 7 " ^ ^ r d f s : L i t e r a l .

: inputData_02SX rd f : type mls : Dataset ;
mls : hasQual i ty : inputData_02SX_obs .

: inputData_02SX_obs rd f : type mls : Da taCha rac t e r i s t i c ;
r d f s : comment " obs . " ^ ^ xsd : S t r ing ;
r d f s : comment "Number of observat ions " ^ ^ xsd : S t r ing ;
mls : hasValue "7423 " ^ ^ r d f s : L i t e r a l .

: model_02SX rd f : type mls : Model ;
r d f s : l abe l " Model 02SX " ^ ^ xsd : S t r ing .

: modelEvaluation_02SX_metric rd f : type mls : ModelEvaluation ;
mls : spec i f i edBy : rmse ;
mls : hasValue "242 .03 " ^ ^ r d f s : L i t e r a l .

: rmse rd f : type mls : EvaluationMeasure ;
r d f s : l abe l "RMSE " ^ ^ xsd : S t r ing .

Listing 4: RDF representation of the energy scenario’s predictive model
process.

Appendix B. Competency questions list

This appendix shows the complete list of competency questions used
for developing the ontology, according to their category. The Develop-
ent, Model and Data categories correspond to the model development

procedures topic, the Data category corresponds to the deployment topic
nd, finally, the Execution category corresponds to the estimations topic.
hese topics are defined in Section 3.1.1.

evelopment

• Which is the development framework?
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• Which is the development framework’s version?
• Which is the Operating System (OS) of the development environ-

ment?
• Who developed the model and which is their contact email?
• When was the model developed?
• Where is the source code stored? (Repository)
• Where is the Docker container that could reproduce the model

stored and its associated commit? (if any)
• Where is the script that generated the model stored and its

associated commit?
• Where is the model stored and its associated commit?

odel

• Which is the base algorithm of the ML-base model?
• Which is the package that implements the algorithm?
• Which is the version of the package?
• Which are the hyperparameter values of the ML-based model?
• Which are the optimal values for each parameter of the algo-

rithm?
• Which is the validation method?
• Which is the validation metric used and its value?
• Which is the objective of the model?
• In case of classification problems, which are the values of the type

class?

ata

• Where is the data stored?
• (If the data is tracked with version control) Which is the frame-

work used and the commit for version controlling of a specific set
of data?

• Which is the number of observations used for the training of a
given model?

• When was the first data point collected within a given model’s
training data?

• When was the last data point collected within a given model’s
training data?

• Which are the names of the TD’s variables?
• Which are the names of the TD’s predictor variables?
• Which is the name of the TD’s response variable?
• Which is the frequency and quality of a given model’s TD?
• How is TD pre-processed?

eployment

• Which is the OS of the deployment server?
• How is the model triggered, on event or under request?
• Where are the estimations (derived from the ML-based model

executions) stored?
• Is the error between the real and predicted values being stored?

xecution

• When was the forecast made?
• For what point in time is the forecast valid?
• What is the forecast value?
• What is the forecast’s error metric?
• What is the forecast’s error value?
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